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Abstract: Visual servoing is an active and popular area of research among roboticists. Eventhough visual servoing techniques
enhance the perfomance, the associated systems still use traditional methods for their input control. Many research activities
and applications have been carried out to implement effective and precise controlling of bilateral systems. This paper presents
a 3D spresctroscope-based control technique for bilateral systems. The effectiveness of the available master side designs are
evaluated against gesture-based techniques. Joystick control, Electromyography ( EMG), Voice control, Haptic control,
Exoskeleton control, Gesture and Brain Control Interface ( BCI) are identified in the litreature as available bilateral inputs.
In the present technnique, Leap Motion Controller (LMC) has been introduced (LMC) to extract the human hand gestures
and their parameters. Then these parameters are convereted into respective joint sapce angles using the presented mathemati-
cal model. The mathematical models for fingertip mapping, inverse kinematics, dynamics and trajectory generation are im-
plemented and studied. Wolfman Mathematica 10 and MATLAB simulation framework are used to validate the mathematical
models, simulations and developed control algorithms. The developed system has sucesfully imitated the fingertip motion. In
particular, the system has been able to imitate the figretip motion with a deviation of 6.7 % in X axis, 5.5% in Y axis and
7.9% in Z axis with respect to the expected position.

Key words: Bilateral systems; fingertip imitation; robot manipulator; MATLAB robotics tool box; robot simulation; kinematic

model; robot control; leap motion controller; hand gestures.

1 Introduction

Today’ s mega factories and their Industrial 4.0
developments require sophisticated techniques of hu-
man machine cooperation. These factors have moti-
vated designers to think new perspectives of human
machine co-existence. The traditional techniques of
control have many disadvantages in real-time tele-
presence operations. Among different types of con-
trol, the use of human hand gesture control is more
convenient for operators when they are connected to
machines in real-time. Artificial cognitive communi-
cation capabilities also have been introduced to es-
tablish real-time communication between humans and
computers '
Bilateral robotic systems are used to perform

complex tasks and manipulate the interaction in sen-

sible remote environments. Typically, it consists a
human-operated master controller connected through
a communication channel to a remotely operated
slave electro-mechanical system. In industrial appli-
cations, bilateral systems have many advantages.
These systems are being implemented for various ap-
plications. Main factors have to be considered in de-
signing these systems, particularly for the effective-
ness in Human Machine Interface (HMI) and real-

time operation.

2 MasterSide Control Inputs

In the literature, mainly joystick control, haptic
control, exoskeleton control, hand gesture control,
brain control interface ( BCI), electromyography
(EMG) control, eye gaze control, and human body

gesture control have been used as master side control
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inputs. The present section discusses their construc-

tion and techniques used to detect the control inputs.

2.1 Joystick Control Device

Joystick is a popular input device and has been
used widely to give control inputs to different sys-
tems. This technique can capture movements and
forces and convert them into control signals.

For example, joysticks have been used as the
control input tool in environmental control systems,
communication aids, and most popularly in gaming
PCs *'. A limitation of this technique is that the mo-
tion control requires real-time mapping with the
physical system. The degrees of freedom in the joy-
stick control inputs are quite limited '*'. Inflexible
joysticks use strain-gauge or piezo-electric sensor
technologies to generate X and Y axes signals pro-
portional to the applied forces. Movement- sensitive
and force-sensitive joysticks are used to implement
movement - force continuum *. There are many sit-
uations where joystick control is inapplicable due to

the complexity of the slave mechanism ">’ .

2.2 Haptic Control Device

Haptics is a technique used for the master side
control. This device captures force measurements of
the operator who closes the control loop. This tech-
nique is widely used in surgical robotics due to its
high accuracy, quality and tele-operability in opera-

“°!. The main shortcoming in this technique is

tion
the aggregated time delay in the closed loop system
when haptic hand controllers are located at distance

from the robot *.

2.3 Exoskeleton Control Device

Exoskeleton techniques are used as a mecha-
nism to capture the finger movements of an operator
using direct motion capture. Actuated exoskeletons
are usually utilized in robotics that guide neuro reha-
bilitation such as stroke patients, paraplegics, and
children with cerebral palsy. The inverse version of
this technique is used to register the joint move-
ments. The same technique is used to measure the

patient’ s actions and feedback, in rehabilitation

therapy programs ' .

2.4 Brain-Computer Interface

Brain-Computer Interfaces ( BCI) are used in
controlling external devices by measuring the brain
signals. The motor imagery (MI) is a BCI model,
which enables the wusers to perform control
actions "% . Electroencephalogram (EEG) signals are
captured using an electrode-based technique to im-

plement the interface.

2.5 Electromyography Signal (EMG)
Electromyography signal (EMG) is also used
as a control technique in master side designs. Electri-
cal activities in the human muscle and tissues are re-
corded using electrodes to implement the control sig-
nals. A well measured and calibrated EMG signal
has been used to perform precise control in prosthetic

hands related systems '’ .

2.6 Eye Gaze Tracking Control Device

Eye gaze tracking techniques are used in many
applications. This technique is used in devices where
clinching the point in space at which a person is focu-
sing (to detect visual attention) has to be measured.
A primary application for eye gaze tracking is Hu-
man-Computer Interaction ( HCI), providing im-
paired users the ability to control the pointing and/or
selection of components with eye movement in a User
Interface, which are typically done by mouse and
keyboard. To be used in a computer interface as an
input device, a robust eye gaze tracking system
should fulfill the following requirements: be highly
precise and accurate; be non-intrusive ; be immune to
occlusions like blinks; be immune to changes in head
displacement ; be tolerant of changes in lighting; and,
and be able to track continuously and in real-time "'
This technique is highly challenging to implement in

real-time control because of the low accuracy.

2.7 Human Gesture Control Device ( Body and
Hand)
Several gesture databases and human gesture
control devices have been constructed to observe or

analyze the characteristics of human motion and sub-
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stantiate the developed algorithms and its applica-

tions 'V

. Human gesture control techniques are dis-
cussed in Section 3.

The main aspects of these designs, for imple-
menting bilateral systems, are safety and conven-
ience (to improve the workability of the operator for
a long time ). Most of the techniques mentioned a-
bove have their own disadvantages in implementing
these criteria. The use of hand gestures is conven-
ient, flexible and robust in implementation "*/. The
present paper presents the development of a 3D spec-
troscopic vision-based control approach. The pro-
posed algorithm tracks and registers the fingertip
movements of hand gestures using LMC.

3 Gesture Control Devices

Various techniques have been used to detect
gestures. This section explores the most popular
techniques that are available to track human gestures.

The first attempt of implementing Data Glove
(DG) devices (Fig.1) is dated back to the 1980’ s.
In general, DGs are used to measure the finger
movements and positions using a flexible sensor.
Typically, these measurements are taken in combina-

tion with a hand movement detection sensor that is
[12]

capable of tracking six degrees of freedom

Fig. 1 Tracking of hand gestures using a data glove ",

The positions of the hand and the signs can be
identified witha camera system that uses a depth
sensing technique (Fig. 2). The device has a Red-
Green-Blue RGB camera, depth sensor, and multi-
array microphone running proprietary software. This
sensor can provide full-body 3D motion capture, fa-

cial recognition and voice recognition capabilities.

3D Surface
Fig. 2 3D surface detection method using light patterns ™.

A popular gesture sensing device is the Kinect
sensor (Fig. 3). This is a full body scale 3D motion
detection sensor system that uses RGB cameras,
depth sensor and multi-array microphone running

proprietary software.

Infrared RGB Infrared
projector

camera camera

Fig. 3 Kinect device '],

Different types of Wii Remotes are another type
of special gesture detecting control device (Fig. 4).
The sensor bar powers up the LED lights and trans-
mits data to either the console or the Wii controllers.
The LED lights are used as a reference point for the
Wii remote, and the Wii remote picks up the light e-
mitted from the sensor bar and uses it to determine
the movement of the controller ">,

LMC is also used for hand and finger movement
and position detection (Fig.5). The system measures
the fingers movements separately, so the computer
can be controlled with slow and tiny gestures as
well '),
cameras are built into the two sides of the controller
with three infrared LEDs. The cameras and LEDs

Two high-speed, monochrome infrared
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cover a hemispherical area with a diameter of ap-
proximately one meter. The Leap Motion software
processes the images and measures the exact position

and location of the fingers in space.

Fig. 4 'Wii remote sensor.

Fig. 5 The Leap Motion Controller system.

4 Analysis of LMC

In this section, the effectiveness of the master
designs in bilateral systems is evaluated and com-
pared with LMC. The effectiveness depends on many
factors. Based on the literature, it has implemented a
criterion to evaluate the effectiveness of each tech-
nique. Contactless operation, controllability, ease of
making control decisions, response time, reliability
and safety are considered as main factors that define
effectiveness. These factors are associated with sub-
factors, which are used as binary decisions to make
the evaluations. Fig.6 shows a graphical representa-
tion of the effectiveness of the master side design
techniques. It is seen that the highest effectiveness is

in hand gesture vision attentive systems and the low-

est is in EMG. Other systems are averagely varied in
their effectiveness values. These effectiveness values

are application dependent.

Effectiveness of Master Side Designs
10% &%

Fig. 6 Graphical representation of the effectiveness

of master design methodologies.

For example, EMG is not suitable for use in ep-
idemic environments but suitable in rehabilitation
type applications. Therefore, hand gestures are quite
appropriate for use in bilateral systems. Hence, a
fingertip imitating robot is implemented using LMC
as the gesture tracking device. The main reasons for
choosing LMC as the 3D sensor for hand gesture de-
tection are low cost ( with respect to other available
3D sensor modules ), range, special designed for
hand gesture tracking, availability of free SDK
( Software Development Kit) and libraries, MAT-
LAB compatibility ( matleap integrating package ) ,
application novelty for manipulator robot integration
high accuracy, lightweight, and being a portable and
plug and play device.

Hand gesture controller designis based on stereo
vision technology. Stereo vision is defined as the ex-
traction of 3D information from digital images. It is
artificial stereopsis, which is followed by two camer-
as to obtain the depth and 3D structural information.
Literature survey "' reveals that within the past few
years, 3D data acquisition has been vastly increased
in potential industrial applications. The accuracy and
robustness of 3D sensors have increased while the
price has dropped. Mainly 3D sensors are used for

object tracking, motion analysis, 3D scene recon-
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struction, and gesture-based user interfaces.

Optical 3D sensors can be categorized according
to its design mechanism. Structured light analyzes
the deformation of a known pattern in an unknown
surface, to determine the 3D shape. The Microsoft

Kinect sensor "'

shown in Fig. 7.e is a well-known
example. It is made using a conventional RGB cam-
era, a sensor with an infra-red (IR) camera and
projector, an amplifier, and a built-in engine. This
engine allows the base of the Kinect sensor to tilt '*’
. The ToF ( Time of Flight) 3D cameras use the
well-known time of flight principle, which is based
on phase shift. MESA Swissranger 4000 "' shown
in Fig. 7.b, PMD ( Photonic Mixer Device) '*
Camboard Pico shown in Fig. 3.c, and FHOTONIC
B70 shown in Fig. 7.d are well known examples.
Stereo vision cameras are based on two optical 2D
cameras with known extrinsic parameters. Determi-
nation of the depth in the scene is based on searching
for correspondence points in both 2D images. Bum-
ble bee 2 sensor 2" shown in Fig. 7.a and LMC '*
shown in Fig. 7.f are famous examples. In LMC,
stereoscopic vision technology is integrated with

structured light technology.

f2] ) [c]

Q.

[d] [e] [f]

Fig. 7 Available types of 3D sensors
[a] Bumble bee 2 sensor [ b] Mesa Swissranger 4000 [ ¢ ]
PMD Camboard PICO [ d] FHOTONIC B70 [e]

Microsoft Kinect sensor [ f] Leap Motion Controller.

5 Modelling of the System
The Fingertip Imitating Robot Manipulator is a
bilateral system and its main design constitutes a

master side design, a slave side design, and commu-

nication in between. The master side is the LMC,
which detects the fingertip, and the slave side is the
Robot Manipulator Mechanism. The modelling and
design are carried out individually for the two sys-
tems, and then the two systems are integrated.

LMC in conjunction with its API ( Application
Programming Interface) drive positions in the Carte-
sian space such predefined objects as the finger tips
and pen tips. This is designed as an USB ( Universal
Serial Bus) peripheral device. Two monochromatic
IR cameras and three infrared LEDs ( Light Emitting
Diodes) are assembled as shown in Fig. 8a. The
LEDs generate a 3D pattern of dots of IR light, and
the cameras are assembled in such a fashion to gener-
ate 300 frames per second of reflected data. This data
is transmitted to the V2 Tracking software, and the
2D frames generated by the two cameras are analyzed
further to generate 3D positions. As shown in the Fig.
10, LMC consists of a right-handed Cartesian coordi-
nate system. The origin lies on the top of the LMC. X
and Z axes lie on the horizontal plane, and Y axis is
vertical. Table 2 gives the measurement parameters of
the LMC with their units. The measurements can vary

according to the external conditions.

; .

2

e IR LED IRLED IRLED §
> ® ® ® ® el s
[ IR Camera IR Camera J e

(a). Contraction of the Leap Motion Controller.

e | |
W i

Fig. 8

Fig. 8

(b). Detecting the hand skelton by LMC.
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Table 2 Measurement information of the LMC.

Parameter Units
Distance Millimeters
Time Microseconds
Speed Millimeters/second

Angle Radians

Leap Motion API consists of several classes de-
veloped to enable tracking. Hand Class API Model is
used to detect the hand, as shown in the Fig. 9.a,
Finger Class API Model is used to detect the fingers,
as shown in Fig. 9.b, and Tool Class API Model is
used to detect the hand, as shown in the Fig. 9.c.
Matleap, MATLAB interface for LMC is used to in-
tercommunicate with MATLAB software Robotics
Tool Box 9.10. As shown in Fig. 10, the frame {0}
is assigned to the LMC and the frame {1} is as-
signed to the fingertip. LMC detects the position, o-
rientation, and the velocity of the fingertip. LMC
provides the X, Y, Z, o, B, v, V., V,, and V,
values with respect to the coordinate frame {0}. To
relate these two frames, the homogeneous transfor-
mation matrix between the frames {0} and {1} is
used. The rotation is given by o, B, vy, which are
represented as 6, ,0,,6, , and the translations are X,
Y and Z. Then the composite transformation matrix

is derived as,

C,C, 5,5,8-CS, C€S,C+58 X
) C, S, 55,8 +CC, CS,8-SC, Y
T =
1
-S, S,C, cC 7
0 0 0 1
(1)

where, C;, = cos 6, and S, =sin 0, .

Eqn. (1) gives the inverse kinematics of the ro-
bot mechanism, which determines the respective
joint angles. Fig. 11 shows the mechanism of the ro-
bot. It consists of three R ( Revolute) type joints,
three links, and an end-effector. Each joint has an

actuator, which is capable of performing the rotation

action (by using DC servo motors).

T

Fig. 9 Fingertip imitating robot manipulator.

The main task is to track the fingertip with the
aid of the LMC, and imitate it through the controlled
end-effector motion (Fig.9). A mathematical model
between robot base and the end-effector has been de-
veloped using joint angles. The coordinate frames
have been assigned to the system accordingly. The
world coordinate frame is considered as the base of
the robot, and the end-effector is mapped with re-

spect to the base frame.

+Y

+X
+Z

Fig. 10 Frame assignment of the hand gesture system.

Fig.11. a shows the coordinate frames that are
assigned to the robot framework/mechanism. The
frames are assigned using the Denavit- Hartenberg
(DH) notation. Fig. 11.b shows the frame assign-
ment of the robot and its home position. Using this
information and the frame assignment in Fig. 12
( DH notation is used) , the DH table ( Table 3) has
been developed.
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END- EFFECTOR

n where C, =cos 6, , S, =sin 6, , C;, = cos (0, +

i

6,), and S; =sin (6, + 6,) . Equation (2) gives the

i forward kinematics solution, which relates frame

/r,L‘ “* {0} (base frame) to the end-effector frame {31].
For known joint angles, Eqn. (2) gives the end-ef-

fector configuration ( position and orientation). To

find the required joint angles for a known end-effec-

. . L tor configuration, geometrical solutions are derived.
Fig. 11 [a] Configuration of the serial link robot

mechanism. [ b] Frame assignment in the ioint space. Consider the end- effector configuration,

"

<

Y3

T = (3)

L X @l X3 Ay Ay 3 Ay

2z Zs

Ay Qg Ay Ay

Z, - -
Using the forward kinematic model developed
above, the analytical solutions of the joint angles are

fo} Xo

obtained as,
0, = Atan2(a,, ,a,,) (4)
0, = Atan2[ (- L, ay, + ay,) ,

Fig. 12 Frame assignment considering the home position.

Table 3 DH table for the 3D robot.
Link; 0, d, a, o CH, SO, Ca, Sq,

i i i i i i i

+ ('L3 ap "'am)2 + ('L3 Qs +a24)2]

1 6, 0 0 w2 Co, SO, O 1 (5)
2 6, o I, o Co, S§, 1 0 0, = Atan2(a,, ,as,) - 0, (6)
3 b, 0 L, 0 C6 S6; 1 0

Therefore, fora known end-effector configura-

tion (as in Eqn. (3)), Eqn. (4), Egn. (5) and
The final forward kinematics equation for the . o
Eqn. (6) can be used to determine the joint space

values ( 6, , 0, and 0, ). Also, LMC provides the

robot mechanism is obtained as,

C,Cy -CS, S ClLCy+L0G]

0 C,S, -SS, -C S,[L, Cy+L,C,] fingertip velocity in terms of V , V , and V,. In

1 this manner, a mathematical relation is derived usin
S, Gy, 0 L,S, +L,S, &
0 0 0 ! these parameters. The Jacobian matrix for the 3DOF

robot is,

- S,[L,Cyy, + L,C,] -C,[L,Cy +L,C,] -L,CS,]|
C,[L,Cy + L,C,] -S,[L,Cyy + L,C,] = 1L,S,5,,
J= 0 L,C,; + L,C, L,C,, (7)
0 -C, 0
1 0 0
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The inverse of the Jacobian is as follows:

adj F
n-gAL
Hence, the joint space velocities are as follows
qa=J" (V. (9)
6, . v,
0, = [R} v, (10)
), V.

Eqn. (9) and Eqn. (10) give the joint space
velocity results for a known Cartesian space velocity.
Therefore, using the detected fingertip position, ori-
entation and velocities, it is possible to obtain the
joint angles values and joint space velocities of the
robot that would imitate the fingertip by the end-ef-
fector of the robot. The trajectory generation is im-
plemented by considering the 5" prder polynomial e-
quation as given by
0(1) =a, +at +a,t” +a,t’ +a,t +agt’ (11)

Velocity and acceleration may be expressed as
0(t) =a, +ayt +3a, 1" +4a, 0> + 5a5t  (12)
0(t) =2a,t’ + 6ayt + 12a,t* + 20a, 1’ (13)

These are the first and the second derivatives of
the trajectory polynomial. Table 4 presents the start

and the end data for the trajectory solution.

Table 4 Start and end point parameters.

Time 0 6 0
Start t, 0, 0, 0,
End 1 0, 0 ¢ 0,

Then the trajectory is obtainedby solving the

matrix in the equation,

O 1 e, & 2 & £ (aq]
0 | P A T || a
0, 1 2t 32 47 5¢||a 14
0| (14)

0

2 2 2
0 1 2tf 3zf 4z/. Stf a;
0 0 2 6, 1217 208 ||%

s

>
~

0 0 2 61, 121 20| %

Fig. 13 shows the behavior of the MATLAB

generated trajectory for a single case, and Fig. 14

shows the Mathematica generated angle, velocity
and acceleration plots. In this example, it has started
and finished the points between 0 and 1, which has
50 steps. The velocity and acceleration are taken to

be zero at the two extreme points.

0! Angle vsTime
0Ss

% 5 10 1522 . % 0 6
004 in n&'}v. locity vs Time t
]
0.02

0 A .

1] 5 10 15 20 25 30 » 40 45 50.
d. x10°3 Angular Acceleration vsTime

2

1]

2

”

0 5 10 15 20 25 330 33 4 4 sot

Fig. 13 MATLAB generated trajectory

plot for a single joint.

The Dynamic model of the robot is shown in

Q=M(q) q+C(q,q) +G6(q) (15)
where Q = JointTorqueMairix , M(q) = Inertia

Matrix , C(q,q) = CorriolisMatrix , and G(q) =
GravityVector . The joint’ s angular displacement,
angular velocity and angular acceleration are as in
Eqgn. (11)-(13). Using the Lagrange-Euler formali-
zation Equation (15) can be rewritten, and the joint

torques are given by

Tl Mll M|2 M13 9' Cll Gll
Ty =My My Myl 6, |+ |Ch|+ |Gy
73 My My, My 0, Cy Gy
(16)
The Inertia Matrix is given by
1 1
M, = 5 I+ 3™ I cos’(6,) +
1
3 ms l§ cos” (0, + 0,) +m, L cos’(6,) +
m, 1, ;cos(6, + 6,) cos(8,) (17)
M, =0 (18)
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M, =0 19 1
le o 220; M,, =3 ™ L+m,l; +?m3 I, lcos(6;)
13~
1 23
M12:_m3l§ (21) (23)
3 M, =0 (24)
1 1 1 1
M, = 3 m, 3 + Y my 2+ m, I3 +my 1, L,cos(6y,) M, = ) my 3 +my [ + 3 my 1, Lcos(6;) (25)
The Coriolis matrix is given
(22) he Corioli ix is gi by
4 1
-3 m Lsin(26,) - 3 m Lsin2(0, + 0,) - m, 1, Lsin(26, + 6,) 6, 6,
C, = (26)

1
+ [— 3 M Lsin2(0, + 0,) - my L, Lycos(6,)sin (6, + 6) i|93 0,
. . 1 .
C,=1[-myl,Lsin(6,) 10,06, + [- 5 ™ 1, l;sin(6;) } 0; +

1 1 1 1 -
[6 m, Lsin2(6,) + oM Lsin2(6, + 6,) + 5 m Lsin(26,) + 5 m I, L;sin(2 0, + 6,) } 07 (27)

1 L1 1 -
C, = {2 m, L, 1;sin(6;) } 0 + [6 m, [sin2(0, + 6,) + 5 M I, l;cos(0,) sin( 6, + 03)} 07 (28)

The Gravity vector is given by G, =0 (29)
Angle vs Time: Joint 01 Velocity vs Time: Joint 01 Acceleration vs Time: Joint 01
Velocity vs Time: Joint 02 Acceleration vs Time: Joint 02

- Soi Velocity vs Time: Joint 03 Acceleration vs Time: Joint 03
Angle vs Time: Joint 03
Angle Velostty
wof
wf
¢
2 - . s "
2 . . s "
-of
t
-wf
-100f
160 |- =100
-200f

Fig. 14 Mathematica generated angle, velocity and acceleration plots.
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1 1
G, = > m,g l,cos(6,) + X myg lycos(0, + 0;) +

(30)

(31)

m,g l,cos(0,)

1
G, = 5 Mg lycos(0, + 6,)

6 Simulation Results

The mathematical model for the 3DOF robot
manipulator was developed in Mathematica 10,
which generated the angle, velocity and the accelera-
tion plots for a known case, as shown in Fig. 15.
The Cartesian displacement of the fingertip was
taken as 1 unit along x, y, z axes, and -mw/6, W/
12, -m/12 rotations in respective axes with 15% re-
duction in velocity in all three axes. Initial and final
joint accelerations were taken as zero. Then the joint
torques were calculated. This model was tested with
real fingertip data. Robotics toolbox for MATLAB
(RTB 9.10 by Peter Corke) was used to develop the
3DOF robot model for the simulation. Link objects
and the SerialLink constructer were used to develop
the model. LMC detects the position, orientation and
the velocity parameters of the fingertip, and then
MATLAB matleap library was used to read the pa-
rameters. From the position and orientation data, the
composite transformation matrix was generated and
used with the inverse kinematics model to find the
joint angle values. Also, Cartesian velocity was used
to find the required joint space velocities. Based on
these values, robot trajectory was generated, and
then the simulation was able to successfully imitate
the fingertip motion. Fig.15 and Fig. 16 show the
3DOF robot model used for the simulation.

Fig-17 shows the block diagram of the MAT-
LAB simulation. The design and development of a
robot can become a challenge due to possible singu-
larities. The program was designed by considering
both interior and boundary singularities. As shown in
the pseudo code, if the LMC extracted data is situat-
ed outside or on the boundary, then those values will
be excluded to avoid boundary singularities. To a-
void interior singularities, after performing inverse

kinematics, values are checked and the abnormal

ones are excluded. Then with the aid of this algo-

rithm, proposed system was tested.

Fig. 16 3DOF robot model used for the simulation.

| Leap Motion Controller |

- .
| Fingertip Position |
Inverse Kinematics "‘ Joint n
Model  Angles
‘ |

Manipulator End /
Position J

|

3DOF

pae

Fig. 17 Functional diagram of the gesture-controlled robot

7 Results and Conclusion

According to the developed robot model, using
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the program, a test simulation was performed and ta were extracted. These X, y, z position data were
compared with the experimental results (Fig.18). provided to the derived inverse kinematic model and
e B — the corresponding joint angles o 1, © 2 and © 3 in
— : each joint of the 3DOF Manipulator were determined.

The calculated joint angles were provided to the
3DOF manipulator simulation, and the position of
the end-point of the manipulator was compared with
the tracked fingertip position, by the Leap Motion
Controller, as shown in Fig.19 and Fig.20.

Locus of Fingertip form LMC

@ mm)

-2

(Y) (mm) 0 (X)(mm)

Fig. 20 Locus of fingertip for LMC.

LMC Data and 3DOF Manipulator Data for Fingertip Position

LMC Data
— Simu.Data

Fig. 18 Experimental setup.

®© Locus for desired positions.

Fig. 21 LMC and robot manipulator simulated
data for fingertip position.

Fingertip data that was tracked from Leap Mo-
tion controller, and the same data that was obtained

from the 3DOF manipulator simulation, were com-

pared (Fig.21). The deviation of the results between

the Leap Motion data and the simulated data was

Fig. 19 Results of simulation.

found to be quite small.

The position of the fingertip was tracked by the Fig. .18 shows the. expenmerhltal setup and in this
Leap Motion Controller and thex,y and z position da- hardware implementation end-point of the 3DOF ma-
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nipulator was tracked through computer vision using
HSV color model-based object tracking techniques
(Fig22). Fingertip position data that was obtained
from the Leap Motion Controller and the End-point

data of the 3DOF manipulator that was obtained by
the computer vision system were compared to deter-

mine the deviation between the theoretical ( LMC)

data and the experimental data (Fig. 23).

Fig. 22 Tracking the position of the end-effector.

Theoretical and experimental Data for Fingertip
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Fig. 23 Behavior of the LMC and robot
manipulator in real time.

Table 5 Percentage deviation of the position.

Axis Deviation (% )
X 6.7
Y 5.5
V4 7.9

The variation of the real time data of the LMC
and the Robot manipulator was plotted along the X,
Y and Z directions as shown in Fig.23. The percent-
age of deviation of the robot manipulator relative to
the LMC was calculated along the all three direc-

tions, and the results are given in Table 5.

According to the results, there is no variation
between the position of the LMC and the robot ma-
nipulator simulated data for the fingertip position.
But it was found that in real time data, the deviation
of the position between the robot manipulator with
respect to the LMC was 6.7% along the X direction,
5.5% along the Y direction, and 7.9% along the Z
direction. This variation may be due to various errors
in the system.
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