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Use of Fuzzy Neural Network in Industrial Sorting of Apples
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Abstract :In this paper, an automated system and methodology for nondestructive sorting of apples are presented. Different from
the traditional manual grading method, the automated, nondestructive sorting equipment can improve the production efficiency
and the grading speed and accuracy. Most popular apple quality detection and grading methods use two-dimensional (2D) ma-
chine vision detection based on a single charge-coupled device (CCD) camera detect the external quality. Our system integrates a
3D structured laser into an existing 2D sorting system, which provides the addition third dimension to detect the defects in apples
by using the curvature of the structured light strips that are acquired from the optical system of the machine. The curvature of the
structured light strip will show the defects in the apple surface. Other features such as color, texture, shape, size and 3D informa-
tion all play key roles in determining the grade of an apple, which can be determined using a series of feature extraction methods.
After feature extraction, a method based on principal component analysis (PCA) for data dimensionality reduction is applied to
the system. Furthermore, a comprehensive classification method based on fuzzy neural network ( FNN) , which is a combination
of knowledge-based and model-based method, is used in this paper as the classifier. Preliminary experiments are conducted to ver-
ity the feasibility and accuracy of the proposed sorting system.
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1 Introduction
The supply of good-quality agricultural products non-destructive detection technologies into a sorting

is a globally significant objective in the food sector. machine.

Apple is one of the most important agricultural prod-
ucts in the world. Sometimes, due to quality prob-
lems, the commercial value of apples will deterio-
rate, causing economic problems in a competitive
market. Sorting is arguably the most complex yet im-
portant task that affects the quality of apples. The
traditional method of fruit grading relies on human
perception and hand-sorting, also called manual sor-
ting. The shape, size, color, texture, and external
damage of fruit can be judged by visual inspection
and experience of the workers. The shortcomings of
the detection and grading technologies will seriously
affect the value of the product. It is believed that ad-
vanced technologies of sensing, signal processing,
feature extraction, and decision making will lead to
significant improvements in the speed, accuracy, re-
peatability of apple sorting. To achieve fully automa-

ted, online sorting and inspection, it is necessary to

In developing non-destructive testing technolo-
gies, research and development have been carried
out related to taste sensors, olfactory ( smell )
sensors, vision sensors, biosensor technology,
laser, near-infrared spectroscopy, and ultrasonic
technology. Van De Vooren used roundness, ben-
ding energy, sphericity and eccentricity to describe
the shape characteristics of mushrooms '''. Hao
et al. "*! used machine vision technology to test the
appearance quality of potatoes using three appear-
ance indicators. In weight detection, the detection
accuracy of different sizes of potatoes was achieved
above 96%. Zhao et al. '* used machine vision tech-
nology to extract the geometric parameters of water-
melon and identify the defective fruits. The recogni-
tion accuracy of detecting the defective fruits reached
93.3% , and the non-destructive detection and classi-

fication of watermelon was realized. Chen from Nan-
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jing Agricultural University studied the use of laser
images to determine the quality of apples '*'. Erik et
al. used a laser to sort different parts of squid, and
the method exhibited good robustness '°'. Most of
these methods use a single type of sensor to detect
the quality of a product. However, that approaches
lose some other important information, such as 3D
information, of apples. Some workers have used ad-
vanced sensing methods like near infrared spectros-
copy or ultrasonic sensor. However, the feasibility of
their use in an automated system with moving food i-
tems with stringent hygienic standards, at high
speed, and their economic viability, are debatable.

Classification is another critical issue in an auto-
mated apple grading system. Feng of Shenyang Agri-
cultural University designed a classifier for apple
quality classification using least squares support vec-
tor machine (LS-SVM) and a genetic algorithm
combined with a back-propagation neural network
(GA-BP) '“/. Ding used convolutional neural net-
works (CNN) and machine vision to detect and i-
dentify pepper, in which images were used as a di-
rect input to the neural network without extracting
the image features '"'. However, if more than one
type of sensors are used, CNN may sacrifice its ad-
vantages. Fuzzy-logic theory and artificial neural net-
work technology are two active fields of research and
application. Actually, there is no clear line between
the quality classes of apple, which means that the
classification problem is somewhat qualitative, ap-
proximate, and somewhat vague. A fuzzy-logic sys-
tem has the ability to utilize expert knowledge and
experience to carry out reasoning and make decisions
similar to how humans make decisions. The neural-
network system obtained by properly integrating
fuzzy logic and neural network will possess the ad-
vantages of both systems. Li uses fuzzy neural net-
works ( FNNs) to learn an air quality assessment
model and obtain an accuracy level of nearly 100%.
Compared with BP neural network, it has obvious
speed advantage and requires less memory “*.

The present paper is organized as follows. Sec-

tion 2 introduces the prototype platform and the im-
age preprocessing system. Section 3 presents the
method of feature extraction using 2D and 3D infor-
mation of apples. Then an FNN classifier, which in-
tegrates both fuzzy logic and neural networks, is in-
troduced in section 4. The analysis and discussion of
the experimental results are presented in section 5,

while the work is concluded in section 6.

2  Prototype Platform and Image Prepro-

cessing

2.1 Prototype platform

A prototype platform for automated sorting of
apples has been developed to simulate the real grad-
ing progress in a factory, as shown in Figure 1. The
belt conveyor is driven by an ordinary DC gear mo-
tor. An inverter is employed to regulate the speed of
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Fig. 1
1-conveyor, 2-LED, 3- CCD cameras, 4- structured

(a) Schematic diagram of the sorting system.

laser, 5-photoelectric switch, 6-high pressure jet system,
7-synchronous wheel encoder; (b) A view of

the real system.
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the motor. The conveyor belt is responsible for trans-
porting the apples. A signal is sent to the control sys-
tem when the photoelectric switch in the black box
detects the apple, and the control system instructs
the CCD camera to take an image. The cameras in
the two black boxes capture color images and struc-
tured light laser image of each apple. These two ima-
ges are collected by the image acquisition card into
the computer. Then the apples are labelled on a pre-
determined babel automatically using the proposed
neural network classifier. After the third photoelec-
tric switch detects the apple, the computer sends the
category signal to the control system, and the syn-
chronous wheel encoder detects the current speed of
the conveyor belt, from which the time’ can be
determined. This time is the distance from the third
photoelectric switch to the corresponding actuator,
divided by the speed of the conveyor. After this time
is elapsed, the control system transmits a signal to
the corresponding actuator, to eject the apple into
the corresponding channel/bin, to achieve the pur-

pose of sorting.

2.2 Image preprocessing
Image preprocessing is essential for the extrac-

) In the present sorting

tion of useful information
system, image enhancement, graying and binariza-
tion, and image segmentation are used to process the
images. Image enhancement, including image de-
noising, is used to remove any interference; image
graying and binarization are used to accelerate the
subsequent feature extraction process. Image seg-
mentation is employed to separate the image back-
ground from the area of interest, thereby extracting
the apple in an image. The image preprocessing steps
are shown in Fig. 2, while the results of the prepro-
cessing are illustrated in Fig.3. Among the sensors
used in this system, the two cameras are of vital im-
portance. They are CCD cameras ( MER-504-10GM-
P) with an imaging resolution of 2048x2448 pixels.
They are suitable for capturing sharp images of

objects moving at high speed. The power of the laser

emitter is 100W, and it emits near-infrared light with

a wavelength of 60 nm.

RGB Image of Grayscale Image
Apples image Segmentation

Image
Without (<
Background

Image

Denoising Binary image

Binary image [«

Fig. 2 Step of image preprocessing.

€)) (b)

Fig. 3
(c) Edge; (d) Image without background.

(a) Original image; (b) Binary image;

3 Feature Extraction and Data Reduction

Color, texture, 2D features including shape and
size, and defects are the major features that indicate
the quality of apples. This section introduces the ex-
traction methods of these features, thereby determi-
ning the input of the classification system.

Color is a very useful feature in image process-
ing and recognition, which is widely used for seg-
mentation and extraction of different objects. Any
color distribution in an image can be represented by

t [10

its color moment """ The first moment u,of a picture

is given by,

1 &
, = — P. 1
w2l (1)

where, P, represents the color component in the
image, and N represents the number of pixels in the
image.

Texture refers to the partial patterns that appear
repeatedly in the image and their arrangement rules.
Surface texture characteristics are critical indicators
reflecting fruit maturity and internal quality. Wavelet
transform and gray level co-occurrence matrix are
the most widely used texture extraction schemes.

The multi-scale texture information of the image
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is extracted by wavelet transform. When an image
has obvious texture at a certain frequency and direc-
tion, the output of the corresponding wavelet chan-
nel has a higher energy. The energy of low-frequen-
cy channel, high-frequency horizontal channel,
high-frequency vertical channel, and high-frequency
diagonal channel are extracted as feature values from
the second-order wavelet decomposition subgraph.

The co-occurrence matrix is defined by the joint
probability density of pixels at two positions. It not
only reflects the distribution of the brightness, but
also reflects the position distribution between pixels
with the same brightness. Once a co-occurrence ma-
trix is obtained, its correlation and entropy can be
calculated to present the texture features.

Correlation is used to describe the similarity of
elements in the row or column direction in a gray
level co-occurrence matrix. When the matrix ele-
ments are evenly equal, the correlation is large, and

vice versa.

COR =3, (i —p)(j~p)Pi,jl d,0) /0.0,

i
(2)
where, d=1; theta=0,45,90.

Entropy is used to measure the randomness of
the gray level distribution of an image, indicating
the degree of non-uniformity of the texture in the im-
age. A large entropy value indicates that the random-
ness is strong, and vice versa. The entropy value

ENT of a co-occurrence matrix is given by,
ENT == Y P(i,jl d,0)1gP(i,j| d,0) (3)
i

Shape and size are important parameters in hu-
man visual perception, recognition and understand-
ing. The shape and size of apples have an important
impact on the marketability of apples. They are cate-
gorized as two-dimensional (2D) features because
they are obtained from 2D camera data. Shape are
represented by the perimeter and the projected area
of an apple, whereas the size is indicated by the
roundness and equivalent radius of an apple.

The perimeter of an apple can be represented by

the number of pixels in the edge, and the area of an

apple in the image can be represented by the number
of pixels inside the border.in the connected area of
the same mark.

Roundness is used as the expression of shape
because human vision system is sensitive to the
roundness of an apple. The roundness of an apple,
denoted by e, is given by:

e =R/R, (4)
where, R and R are the radii calculated from the

area and the perimeter, respectively, that is,

R, =./S/m (5)
R =L/2m (6)

Fig. 4 Distance peak searching technique.

The structural light laser emitter and a CCD cam-
era are used to extract the defect information of apples,
for the robustness of the sensor system. This section
proposes a novel method for defect detection using the
structural light image acquisition system '’

First, the laser image is processed with a
threshold, which removes most of the noise points
and excessive areas between the stripes. Then, a
window of a certain width is used to find the gray
level peak on the image. This method is called the
distance peak searching technique, as shown in Fig-
ure 4.

The next step is to code the segments. The pres-
ent paper uses a searching window with the size of
9 # 1 pixels. As in Figure 5, point (2,1) is the
starting point. Then the center of the searching win-
dow moves to the point next to this point, (2,2). In
this new searching window, we will find another
new point (3,2). Then the point next to (2,2) will
be next center. Finally, if there is no point in the

window, the stripe examination comes to end.
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Fig. 6 Stripe extraction results of an apple.
(a) Original image;
(b) Image after threshold segmentation;

(c) Extracted stipe.

The change of the line curvature can reflect the

" Once the laser

smoothness of the apple surface '
lines on the surface of the apple are extracted, they
are analyzed to extract the 3D shape information of
the apple. The change of the line curvature can re-
flect the smoothness of the apple surface. For each
extracted curve, the point C, is the center point of the
three points within the distance of § ( =20 in this pa-
per). The center point C.(x,y) can be obtained u-
sing equation (1-1). So, for N points, we can get
the number of center points as; (N — 1)/8.
(x1+(i—l)><5 - xcl)Z + (y1+(i—l)><§ - 9’(;1.) = riz
<x1+;xa_xcl)z"'(ymxa_ycl):r? (7)
(x1+(i+1)><§ - xcl)Z + (y1+(i+l)><§ - yci) = riz

where, i e [1,N - 1]

Using these points, the direction vector can be
obtained from the origin to the location of the center

point of 3 points;
k =xCi-x(1+i) %8 (8)
If the sign of vector IZ changes along the curve,
the defect can be detected. On the other hand, the

R
surface is smooth if each £, is positive or negative, as

shown in Figure 7.
Q@

@) 0

Xpe(-1)xs

Fig. 7 Change of curvature.

If the original data is not processed by dimen-
sionality reduction, it may cause data complexity.
This will affect the learning efficiency of the classifi-
er, and consume much memory. Therefore, we use
principal component analysis (PCA) to perform data
dimensionality reduction. PCA is a way to determine
the most expressive data in the data space. It can re-
duce the feature data from high dimensionality to
low dimensionality while retaining the main informa-
tion of the data "'/,

The vector x,(i=1,2,:--,N) is used to repre-
sent the D-dimensional features of the ith apple sam-
ple, and x, is first normalized.

The sample mean is;

_NX;
x:,glﬁ (9)
The covariance of the sample is:

1

C=NXXT (10)

X=X X=X Xy—X
where, X=( , ,
o, gy Oy

X is the normalized form of x;, and o, is the

standard deviation of x;.
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Then we calculate the eigenvalues of the covari-
ance matrix and the corresponding eigenvectors. 7'=
{T,,T,,
tors corresponding to the first d largest eigenvalues.

Y, =XT, (11)

The feature matrix after dimension reduction is,

Z=1Y,Y,,-,Y,] (12)

Finally, we normalize the data and compress

,T,} is a matrix composed of eigenvec-

the element values of the feature matrix to [ 0,1 ] ac-

cording to,
v, = Vit ™Yk min (13)
Vi max " Yk min
4 Fuzzy Neural Network

Fuzzy neural network ( FNN) is an effective
method that combines fuzzy-logic theory with neural
networks. It has significant capabilities of reasoning,
learning, association, and information processing.
The fundamental idea of combining neural networks
with fuzzy logic is to adapt to the ubiquitous qualita-
tive (including approximation, vagueness and uncer-
tainty to some extent) in the real world while main-
tain the capability of learning as done by a human,
to some extent. FNN makes it possible to process
fuzzy information with a neural network ""*'. In the
present paper, the Takagi-Sugeno (T-S) model is
used to form a fuzzy neural network for its ease of
mathematical analysis, optimization, and decision
making.

According to the T-S model ' | the designed
fuzzy neural network has two parts; the antecedent
network and the consequent network. The structure
of this fuzzy neural network is shown in Figure 8, in
which the antecedent network has 4 layers. The input
layer transfers the input value to the next layer.
There are 4 nodes in this layer, representing the four
feature values after sensor fusion.

The second layer is called the membership func-
tion layer. Each node in this layer represents a lin-
guistic variable value, such as ‘large’ or ‘small’.
This layer is used to calculate the membership func-

tion value of each input corresponding to each lin-

guistic variable value, which belongs to a specific
fuzzy set, thereby realizing the fuzzification process
of the “crisp” input variable.

Each node in the fuzzy reasoning layer repre-
sents a fuzzy reasoning rule, which is used to match
the antecedent of each fuzzy reasoning rule to con-
text data and calculate the fitness @ for that rule:

@ = min{u) g, u (14)
wherei, € {1,2,-=-,m,|,i, € {1,2,-=-,m,},
i, e {1,2,-,m, | .

The last layer, the normalization layer, is used
to normalize the output of the third layer, thereby
converting the fitness of each fuzzy reasoning rule

output to the weight in the consequent network.

q=a/Ya (15)
i=1

The consequent network consists of r parallel
subnetworks of the same structure, each of which
producing an output independently.

The first layer of each subnetwork is the input
layer. The input of the Oth node of the input layer is
set to 1, providing a bias term in the fuzzy reasoning
rule. The second layer has 2X2X3 X2 =24 nodes,
each of which representing a reasoning rule, and its

output y; is given by,

Yii =le'0 +P_,L'1x1 o +p_;nxn = ;)P;lxz (16)

J=1,2, m;i=1,2,--,r
where, m =24 is the number of nodes in this
layer, and r=4 is the number of subnetworks in the
consequent network.
The third layer is used to calculate the output of
the FNN system. It integrates the training results of
the antecedent and consequent network by means of

weighted summation,

Y= Xy = 1,2,r (17)

j=1
The first phase of building this fuzzy neural net-
work is to determine the fuzzy segmentation number
of the input component according to expert knowl-
edge. In this task, the linguistic variables of the in-

put color features are “red” and “yellow” , the input
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texture features are described by “clear” and “e-
ven” , the input 2D features are described by “big”

“medium” and “small” , while the defect feature is

)
divided into “yes” and “no”. That is, the fuzzy
segmentation number of color, texture, 2D and de-
fect feature is 2, 2, 3and 2, respectively.

The fuzzy neural network parameters obtained
by the learning algorithm include the connection
weight in the consequent network and the member-
ship function in the second-layer of the antecedent
network. In the present paper, Gaussian membership
function is used, as,

;= exp( = (x; = ¢;)*/07) (18)

where, ¢, ando; represent the center and the
width, respectively, of the membership function.
These two parameters are determined by the learning
algorithm. The loss function of the supervised train-

ing is:
J RS
E=o 2 (=) (19)
i=1

where, y, and y, represent the expected output
and the actual output, respectively. The parameters
pjl.,. are updated according to.
oE
o)

Ji

P,l'i(k"'l)zpjl‘i(k) -B (20)

with B denoting the learning rate. Similarity, c;

ando ; are updated according to,

ci(hk+1)=ci(k+)-B_— (21)

y

oFE
dc;:

o (k+1)=0,(k+) —IB% (22)

S Experiments and Discussion

To evaluate the grading method proposed in this
paper, we collected 1600 images of five kinds of ap-
ples using the image acquisition system. The four
different classes of apples are mainly, (a) apples
are large in size, red in color and even in texture;
(b) apples are medium in size, the color is red, the
texture is less and uniform ( point texture) ; (c) the
size is medium, the color is yellow, the texture is
more and clear (bar texture) ; (d) the size is smal-

ler, the color is red, and the texture is uniform.

Consequent
Network

Xy

//vv Out'put

Antecedent
Network

Layer 1

Layer 3 Layer4
Fig. 8 Structure of FNN.

Layer 2

All products with obvious surface defects
will be classified as Category 5, and damaged apples
will be classified as Category 5. The basic progress
of the classification method is shown in Figure 9. If
the the apple is detected as defective, then the apple
will be in the 5th grade. For the other 4 grades, we
classify using FNN. Adaptive network-based fuzzy
inference system ( ANFIS) is an implementation of
FNN based on Takagi-Sugeno model. It realizes the
three basic processes of fuzzification, fuzzy reason-
ing and de-fuzzification by using neural networks.
The learning mechanism of neural network is used to
automatically extract rules from input and output da-
ta, to form an adaptive neuro-fuzzy system. This is
realized by an algorithm that uses off-line training
and online learning '"*'. Using the ANFIS tool box
of MATLAB, we establish an FNN with a conse-
quent subnetwork for classification.

Feature extraction is conducted according to the
method presented in Sections 3 and 4. Table 1 shows
some of the data, where A to O represent mean of
R, mean of G, mean of B, mean of H, second mo-
ment of H, third moment of H, correlation of gray
level co-occurrence matrix, entropy of gray level co-
occurrence matrix, low frequency component of
wavelet transform, high frequency component of
wavelet transform (mean), area, perimeter, round-

ness, equivalent radius, and proportion of R, with a
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total of 15 features.

NO ; =
= ° ‘
l J J 095
YES
FNN 091
i i ] 1 085

08 F

075t
Fig. 9 The structure of the method.

0.7

Accumulated Contribution Rate(%)

0.65
0.6 ¥
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Fig. 11 Contribution rate of PCA.
0.06
(b) 005}
0.04}
g
£ 003
0.02f
0.01f
G) i ,
0 10 20 30 40 50 60
. Epoch
Fig. 10 Samples of apples.
. Fig. 12 Error of FNN.
Table 1 Original data.
A B C D E Figure 11 shows the contribution rate of PCA. It

0.1296 0.0493 0.0732 0.0117 0.0212
0.0792 0.0277 0.0380 0.0059 0.0175
0.1208 0.0540 0.0791 0.0147 0.0472
0.0653 0.0226 0.0292 0.0056 0.0357

is seen that the rate is over 92% after 4 feathers. So
finally, we use the first four feathers for the input of
FNN. Using the ANFIS tool box of MATLAB, we

F G H I j establish an FNN for classification. The Number of
0.02580  0.1529 1.2219 0.3439 0.0071 language variables for the inputs is 4. The member-
0.0510 0.3110 0.91060  0.1934 0.0055 ship function is a Gaussian function. After about 6

0.1125 0.1255 1.1681 0.3493 0.0075
0.1014 0.2875 0.8407 0.1546 0.0053

minutes, we get the result (800 training data, 400

testing data). The error becomes 0.078 after 60 ep-

K L L M (0]

246938 2083 0.8457 2803610 0.5141 ochs. The accuracy of the training data and testing
180377 1731 0.8698 239.6159 0.5284 data is shown in Figure 13. It is seen that the accura-
206079 1941 0.8291 256.1191  0.4758 cy of training data is 100% , and the accuracy of tes-

166178 1521 0.9501 2299915 0.5576 ting data is 99% (four wrong points in 400).
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Fig. 13 (a) Training result; (b) Testing result.

6 Conclusions

In this paper, the design and simulation of a
system for non-destructive and automated sorting of
apples were presented. The original data of apples
were collected by the experimental platform. Color,
texture, shape and size features of apples were ex-
tracted from the color image using color moment,
wavelet transform, gray level co-occurrence matrix
and pixel-level calculation methods. Moreover, the
defect of apples could be represented by the curva-
ture of the structured light strip, where the change in
the curvature of the laser line reflected the state of
the apple surface. Preliminary experiments indicated
that the proposed FNN system performed well in the
task of apple classification.

References

[ 1] Van De Vooren J, GS. (1992). Identification of
mushrooms cultivars using image analysis. Transac-
tions of the ASAE, pp.347-350.

[ 2] Hao, M. (2009). Research on quality detection tech-

nology of potato single potato based on machine vi-

[3]

[4]

(5]

(6]

(7]

[12]

[13]

[14]

[15]

sion. Agricultural Mechanization Research, pp.61-63
Zhao, W. (2013). Application of machine vision in
nondestructive testing and classification of watermel-
on. M Se. Huazhong Agricultural University.

Tu, K., Chen, Y., Ren, K., Shao, X., Dong, Q.
and Pan, L. (2006). Modeling apple quality changes
based on laser scattering image analysis under simula-
ted shelf life conditions. Acta Hortic, pp. 371-380
Erik, G. (2016). A machine vision system for robust
sorting of herring fractions, Food Bioprocess Techn-
ol, pp.1893-1900.

Feng, D., Ji, J., Zhang, L., Liu, S. and Tian, W.
(2016). The research development of hyperspectral
imaging in apple nondestructive detection and grading.
Proc. SPIE 10156, pp.1-9

Li, L., Ding, W. (2017). Chill recognition based on
convolution neural network. Journal of Tianjin Uni-
versity of Technology, pp.12-15

Li, X. (2013). Air quality forecasting based on GAP
and fuzzy BP neural network. Journal of Huazhong
University of Science and Technology ( Natural Sci-
ence Edition) , pp.63-65

McAndrew, A. (2015). A computational introduc-
tion to digital image processing. Chapman and Hall/
CRC.

Theo, G., Arnold, W. (1999). Color-based Object
Recognition. Pattern Recognition, pp. 453-464.

Min, F., Ricky, L. (2000). Machine vision system
for curved surface inspection. Machine Vision and Ap-
plication, pp. 177-188

Yan, X., Chen, X. (2009). A new algorithm of face
detection based on differential images and PCA in col-
or image. IEEE International Conference on Comput-
er Science and Information Technology, pp.172-176+
Qiao, J. (2018). Modeling of Energy Consumption
and Effluent Quality Using Density Peaks-based A-
daptive Fuzzy Neural Network. IEEE/ CAA Journal of
Automatica Sinica, pp.968-976.

Takagi, T., and Sugeno, M. (1985). Fuzzy identifi-
cation of systems and its applications to modeling and
control,” IEEE transactions on systems, pp.116-132
Zhang, X. (2012). Study on the adaptive network-
based fuzzy inference system and simulation. Elec-

tronic Design Engineering, pp. 11-13.



46 Ziwen WANG et al: Use of Fuzzy Neural Network in Industrial Sorting of Apples

Authors’ Biographies

Ziwen WANG, is a Ph.D. student in
Harbin Institute of Technology at
Shenzhen (HITSZ). His main research
interests are mechatronic engineering

and sensor technologies.

Email : wangziwenhit@ 163.com .

Bing LI, received PhD from Hong
Kong Polytechnic University ( HKPU)
in 2001. He is currently a Professor and
PhD supervisor in Harbin Institute of
Technology at Shenzhen (HITSZ). His

main research interests include Robot-

) ) . ics, bionic robot and Mechatronics.

I

Email ;hing.sgs@ hit.edu.cn.

Clarence W. DE SILVA, received Ph.
D. degrees from Massachusetts Institute
of Technology, Cambridge, USA, in
1978, and the University of Cam-
bridge, Cambridge, U. K., in 1998,
the Honorary D.Eng. degree from the

University of Waterloo,

ON, Canada , in2008 , and the higher doctorate ( Sc.D. )

Waterloo,

Copyright: © 2019 by the authors.

from the University of Cambridge (2020). He has been a
Professor of Mechanical Engineering at the University of
British Columbia, Vancouver, BC, Canada, since 1988. His
appointments include the Tier 1 Canada Research Chair in
Mechatronics and Industrial Automation, Professorial Fellow ,
Peter Wall Scholar, Mobil Endowed Chair Professor, and
NSERCBC Packers Chair in Industrial Automation. He has
authored 25 books and more than 560 papers, approximately
half of which are in journals. His recent books published by
Taylor & Francis/CRC are: Modeling of Dynamic Systems—
with Engineering Applications ( 2018 ); Sensor Systems
(2017) ; Senors and Actuators—Engineering System Instru-
mentation, 2" edition ( 2016 ); Mechanics of Materials
(2014 ) ; Mechatronics—A Foundation Course ( 2010 )
Modeling and Control of Engineering Systems (2009) ; Sen-
sors and Actuators— Control
(2007 ); VIBRATION—Fundamentals and Practice ( 2nd
ed., 2007 );
(2005) ; and by Addison Wesley: Soft Computing and Intel-
ligent Systems Design—Theory, Tools, and Applications
(with F. Karray, 2004 ). Prof. de Silva is a Fellow of; The
Institute of Electrical and Electronics Engineers ( IEEE),

System  Instrumentation

Mechatronics—An  Integrated Approach

American Society of Mechanical Engineers ( ASME ), the
Canadian Academy of Engineering, and the Royal Society of
Canada.

Email . desilva@ mech.ubc.ca.

This article is licensed under a Creative

Commons  Attribution 4.0 International License (CC BY) license

(https://creativecommons.org/licenses/by/4.0/).





