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Abstract: Aiming at the problems of  low efficiency, poor anti‐noise and robustness of transfer 

learning model in intelligent fault diagnosis of rotating machinery, a new method of intelligent 

fault  diagnosis  of  rotating  machinery  based  on  single  source  and  multi‐target  domain 

adversarial network model (WDMACN) and Gram Angle Product field (GAPF) was proposed. 

Firstly, the original one‐dimensional vibration signal is preprocessed using GAPF to generate the 

image  data  including  all  time  series.  Secondly,  the  residual  network  is  used  to  extract  data 

features,  and  the  features  of  the  target  domain without  labels  are  pseudo‐labeled,  and  the 

transferable features among the feature extractors are shared through the depth parameter, and 

the  feature  extractors  of  the multi‐target  domain  are  updated  anatomically  to  generate  the 

features  that  the  discriminator  cannot  distinguish.  The model  t  through  adversarial  domain 

adaptation,  thus  achieving  fault  classification.  Finally,  a  large  number  of  validations  were 

carried out on the bearing data set of Case Western Reserve University (CWRU) and the gear 

data. The results show that the proposed method can greatly improve the diagnostic efficiency 

of the model, and has good noise resistance and generalization. 
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0 Introduction 
Rotating machinery, such as bearings and gears, 

serves as crucial components in transmission systems and 
finds extensive applications in industries related to 
national defense security and the national economy, 
including aerospace and manufacturing.[1] Diagnosis the 
faults of rotating machinery is beneficial in maintaining 
the reliability of the machine, reducing the maintenance 
cost and saving the engineering time. Therefore, timely 
and accurately identify the type of rotating machinery 
failure has important research value in practical 
engineering.[2]  

Deep learning theory with the ability of automatically 
extracting significant features has begun to be applied to 
end-to-end mechanical intelligent fault diagnosis, and has 
been widely concerned by scholars at home and abroad[3]. 

Wang[4] combined Convolutional neural network(CNN) 
with extrusion excitation network to construct an excitation 
convolutional neural network (SE-CNN) to achieve 
bearing fault diagnosis and visualize the realistic bearing 
state with symmetric point map. Zhao[5] used an 
asymmetric self-encoder to extract features directly from 
vibration signals and implemented fault feature 
information extraction through mapping relationships. 

However, the application of intelligent diagnosis 
methods relies on two critical prerequisites: having 
sufficient labeled data and consistent data distribution.[6] 
Since machinery and equipment are mostly operated 
under different loads and speeds, the measured data often 
do not obey the same distribution, which leads to a 
significant degradation of the performance of diagnosis of 
models learnt from the training set when applied to 
real-world scenarios. To address the problems with deep 
learning, Transfer Learning (TL) uses unlabeled target 
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domain datasets to provide a viable approach to fault 
diagnosis. Through reducing the difference in distribution 
between the two domains, TL can share the knowledge 
gained from the labelled source domain dataset to or from 
the unlabeled target domain dataset.[7] 

Unsupervised Domain Adaptation (UDA) is an 
important migration learning method, which improves an 
important idea for solving the fault diagnosis problems in 
real engineering, and UDA in the existing research 
contains two major categories, namely, difference-based 
and adversarial-based domain adaptation.[8] The 
disparity-based model works by embedding KL 
divergence and maximum mean difference (MMD) 
isometric measurements into the adaptive layer of the 
depth mode. Adversarial-based models enable 
cross-domain diagnosis by making the source and target 
domains indistinguishable through adversarial training of 
feature extractors and domain discriminators.[9] In Recent 
years scholars have investigated fault diagnosis methods 
that combine distance measurements and adversarial 
training in cross domain task. Ding[10] proposed a new 
depth-domain imbalance adaptive framework that 
achieves fine-grained latent space matching through 
classification alignment, introduces margin loss 
regularization to optimize the classification boundaries of 
the imbalance fault diagnosis task, and improves the 
spanning generalization capability. Sun[11] proposed a 
dynamic multiscale mechanism using Wasserstein 
distance to build a transfer learning model to solve the 
problem of diagnostic accuracy reduction caused by 
feature deviation under different working conditions in 
fault diagnosis. Zhong[12] combined deep convolutional 
generative adversarial networks with self-attentive 
modules and spectral normalization and fine-tuned 
migration learning for fault diagnosis. Chi[13] by adding 
soft threshold shrinkage residual network build depth, add 
the regularization improve alignment between class 
performance. Qin[14] introduced a wide residual kernel 
structure to adaptively and adequately extract feature 
information by dynamically weighting the convolution 
kernel through the network to achieve effective 
recognition of bearing faults.  

Although scholars have achieved some results in 
UDA-based fault diagnosis, they have only considered the 
migration transfer of a single target domain, as shown in 
Fig.1, which requires re-training the model if the target  

domain changes, which wastes a lot of time in real 
scenarios. However, if multiple target domains are simply 
merged into one target domain, the accuracy rate will be 
drastically reduced because data from multiple target 
domains usually do not have the condition of data 
homogeneous distribution. This paper builds on the work 
of Mohamed[15] and others to address the more practical 
UDA problem. As shown in Fig.2, firstly, data 
preprocessing is carried out using Gram's Corner field to 
ensure the integrity of fault information. Secondly, set up 
a multi-target domain migration. Suppose the machine 
can operate under four different loads 0, 1, 2, 3. When the 
machine works under load 0, some data has been collected 
to train the fault diagnosis model. This paper first trains 
the source feature extractor, using labelled source 
domains to train the domain discriminator parameters. 
Then, using the weights of the source domain feature 
extractor, the target feature extractor weights are 
initialized to achieve fault classification. Finally, the 
domain discriminator network is trained to distinguish 
source domain features from target domain features. To 
obtain domain invariant features across targets, we 
adversarial update multiple target domain feature 
extractors by maximining the domain spacing to generate 
indistinguishable features for the discriminator. Based on 
the above critical review, this paper develops a novel 
framework for rotating machinery diagnosis by 
integrating DANN and ResNet. Bearings and gears are 
studied for experimental verification, we work under the 
assumptions that there are enough labeled samples in the 
source domain to train the classifier model effectively, 
that the feature space and label space are the same 
between the source and multi-target domains, and that the 
data distributions are different. The main points of the 
article are as follows: 

1) We propose an adversarial multi-target UDA 
method that design a single-source-domain and multi- 
target-domain adversarial network model (WDMACN) 
for solving problems in bearings and gears. The proposed 
model use Wasserstein distance to calculate the output 
loss of the classifier. This model effectively solves the 
problems of the limited scalability of existing approaches. 

2) To make the most of the time domain information 
of vibration signals, a new image coding method called 
Gram Angle Product Field (GAPF) is proposed in this 
paper. Data processing via Gram's Angle Field (GAPF) 
preserves the integrity of fault information to a great extent. 

 

 
 

Fig.1 Adaption domain 
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Fig.2 Training process 
 

3) Experiments on bearings and gears is executed for 
validations. The results show that the proposed model is 
superior to existing methods. 

1 Related Work 

Related work for fault diagnosis is briefly introduced, 
including Gram Angle Product field, domain adversarial 
networks, deep residual network and Wasserstein 
distance. 

1.1 GAPF 
The principle of time domain analysis is simple and 

easy to implement without loss of information, wavelet 
analysis and other as common time domain analysis 
methods can only give the overall effect, not a complete 
description of the signal instantaneous characteristics. 
Accordingly, in this paper, the Gram angle product field 
approach is used for the time domain analysis. The Gram 
angle product field allows the vibration signal to be 
converted into image form while preserving the time 
dependence of the data, ensuring the integrity of the 
information. The main processes in the Gram's Corner 
field are as follows[16]: 

a. The time series of bearing vibration signals 
X={x1, ..., xi, ..., xn} is normalized by scaling it through 
Equation 1 into the interval [–1, 1].  
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c. Gram's angular difference field and angular sum 
field matrices are given. Equation 3 is angular difference 
field and Equation 4 is the angular sum field. 
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where I is the unit row vector. With the above 
transformations, the time series is transformed into an 
eigenmatrix, which reflects the relevant information of 
the vibration signal time series, and is referred to as the 
Gram matrix. 

d. The matrix is converted to a Gram angle product 
field by using equation (5) to scale each element of the 
resulting matrix to a size between 0-255, corresponding to 
the size of each point pixel in the image.  

Where I(j, k) denotes the pixel value at the point (j, k) 
of the image, int(·) is an integer function, and G(j, k) 
denotes the value of the element corresponding to the jth 
row and kth column in the matrix. 

( , ) int(127.5(G( j,k) 1) I j k  (5) 
e. In order to combine the respective characteristics 

of the angle difference and sum field, the Gram angle 
multiplication field GAPF is obtained using equation (6). 
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1.2 Domain Adversarial Neural Networks 
The core problem of transfer learning is to 

reflection source and target domains to a common space 
and to align distributions within that room. Ganin[17] 
proposed Domain adversarial neural networks (DANN), 
DANN draws on the idea of generative adversarial 

networks. Through adversarial training, the source 
domain and the target domain are aligned in the feature 
space, so that the domain discriminator cannot recognize 
which domain the feature comes from. 

Label classifiers are used to output predicted labels. 
DANN loss function is as follows: 
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Where: D
mx is the mth sample in the concatenation of 

source and target domain samples, n is total number of 
source domain and target domain samples, and md is the 
domain label. θf, θy and θd are the optimization parameters 
for Gf, Gy and Gd, respectively, Ly and Ld denote the 
classifier loss and the discriminator loss function, and λD is 
the weight parameter. The domain adversarial network is 
trained by max-min optimization as follows: 

,

max min
( , , )  

  d f y
l f y d  (8) 

The training enables the feature extractor to 
eliminate data distribution differences and extract 
domain invariant features, so that the source domain 
training classifier can be used directly to the target 
domain classification to achieve migration diagnosis. 

1.3 Deep Residual Network 
Convolutional neural network (CNN) has gained 

strong performance in real-world scenarios, but CNN 
often has problems with disappearing gradients and 
explosions as the number of layers deepens. He[18] 

proposed a deep residual network (ResNet) to solve this 
problem well, ResNet consists of several residual blocks 
and its structure is shown in Fig.4. 

In the convolutional layer, the convolutional kernel 
extracts feature in the input mapping with the following 
operational formula: 

 C  l lf Ax B  (9) 
Where: lx and Cl are the input and output mappings 

in layer l respectively, A is the weight, B is the bias. 
 f  is convolution operation. 

 

 
Fig.3 DANN 

 

 
 

Fig.4 ResNet 
 

The activation function is the RELU function with 
the operational formula: 

 lnC lnmax( ,0)C   (10)  
The BN layer can effectively mitigate the gradient 

disappearance during the training process, and the mean 
and variance of the data are obtained through the BN 
layer with the following mathematical formula: 
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Where: xi and yi are inputs and outputs, γ and β are 
learning parameters. 
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According to the above equation, Residual blocks 
can be described as follows:  

 Y F X,W  X  (15) 
Where: X and Y denote the input and output residual 

blocks respectively, F(·) mapping operation of the 
residual block, including convolutional layer, BN layer, 
RELU function, and W is weight parameter. 

1.4 Wasserstein Distance 
Wasserstein[19] distance is a valid measure of 

distance. which is used as a distributional measure 
function in the domain classifier D to reduce the problem 
of vanishing gradients, let  1, p , for any two 
probability measures P and Q on M. The formula is 
described as follows:  
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Where: π(x, y) is the migration strategy from 
position x to position y, ρ(x, y) is the distance function, 
and x and y are samples from the set M. Π(P, Q) is the 
set of all P and Q probability measures including the 
bounds of P and Q. Wp(P, Q) denotes the minimum 
transport cost under the optimal planning path. Thus the 
improved function is expressed as follows: 
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where denotes the set of 1-Lipschitz functions. 
DANN in the source and target domain feature 

extraction process, feature extraction is using 
convolutional neural network CNN, with the deepening of 
the number of layers of the network, the network will 
appear overfitting problem thus leading to not be able to 
extract the features well. Therefore in this paper we use 
residual structure for feature extraction and also use 
Wasserstein difference for learning task specific decision 
boundaries of the classifier. 

2 The Proposed WDMACN Method 

This section details the proposed multi-target domain 
adversarial network model, and our proposed method 
consists of 2 main steps: (1) Supervised learning on 
labelled source domains to train the source domain feature 
extractor ES; (2) Adversarial training on single source and 
multi-target domains. The aim of this article is to build a 
network model in which some shared potential features 
can be found between source domain and target domains, 
thus minimaxing the differences between source domain 
and target domains. The single source multi-target domain 
proposed in this article is defined as follows: 

(1) source domain   1
,
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s sy Y  

is the corresponding label, N is the number of target 
domains, Dt(j) is all the samples in domain j,    i

t j t jx X  

is the ith sample in domain j, Xt(j) is a spatial feature, tn  
is the number of unlabeled samples from the target 
domain. 

(2) The feature spaces of the source and target 
domains have the same label space and different edge 
distributions:  
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domain, j i . 

2.1 Model Structure 
Fig.5 shows the model proposed in this paper. The 

WDMACN model consists of three parts: feature 
extractor, label classifier and domain discriminator. The 
feature extractor E consists of a residual block and a 
maximum pooling layer, and the source domain feature 
extractor Es and the target domain feature extractor 

tE with bound weights are constructed through E. The 
label classifier C is used to predict the classification 
labels for the source domain and target domains, and the 
domain discriminator D is used to distinguish from 
which domain the data samples is come. 

1) Feature extractor: train the labelled source 
domain  

1
,


 sni i

s s s i
D x y , save the parameters of the 

feature extractor Es , and extract features from N target 
domains at the same time, and bind the weights to all 
the target feature extractors to find a new common 
feature, so that the common weights of the target 
extractors can reflect any target domain. To better 
illustrate the model proposed in this paper, the 
parametersh and hG are used to denote the feature 

extractor function. The inputs i
sx and  

i
t jx , which have 

been processed by the Gram's corner field, are mapped 
by the feature extractor into multidimensional feature 
vectors  ;i i

s h s hh G x and ( ) ( )( );i i
t j h t j hh G x , where 

i
sh denotes the output of the ith sample and ( )

i
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the output of the ith sample in the jth target domain. 
Deep features are  

represented by  ;s h s hH G x  and  ( ) ( );t j h t j hH G x . 
2) Label classifiers: a labelled classifier is trained 

using a labelled source domain, and the classifier C is 
supervised by minimaxing the loss of cross-entropy 
between predicted and true labels, denoted by the 
parameters c and cG for the classifier function. 
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Fig.5 Single-source multi-target domain WDMACN fault diagnosis model 
 

3) Domain discriminator: the deep features sH  and 
Ht(j) are fed into a domain classifier with parameters 
w and wG . The Wasserstein distance formula 

between sH and Ht(j) is defined as follows: wG  meet the 
1-Lipschitz function constraint, and add a gradient 
penalty term that reduces to 

 

     
 

 ( )
L

; ; ; ;
1

 ;
≤

        H
s Ht j t j

P h s h h hP H H s w w P t j
w

sup
W P P E G G x E G x w

G
 (19) 

          
( ) ( )

2

( ) ( ) ( ) 2
)

ˆ
(

1 1 ˆ, ; ; ; ; ; 1      
 

      
s t j t j

i
w j s t j w h s h w w h t j h w w wH

x Ds x Ds t j

L x x G G x G G x G H
n n

 (20) 

 
Where:    ( ),i

s t jw jL x x is the domain classifier loss 
of the source domain with respect to the jth target 
domain, Ĥ denotes uniform sampling, and α is the 
compromise parameter. Calculate the Wasserstein 
distance by maximizing the loss function.  
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     (21) 

Where: 0 1   N  is the compromise parameter 

2.2 Model Training 
The parameter θw is adjusted to maximize the 

domain discriminator loss function, the feature extractor 
parameter θh is adjusted to minimize the Wasserstein 
distance. The objective of the optimization function of 
the domain discriminator is describe as: 

arg max


w D

w

L
 (22) 

min


h D

h

arg L
 (23) 

Combining the label classification loss with the 

domain discriminator loss yields the total loss function: 

total C DL L L   (24) 

Where:  is the compromise parameter. 
The training process is shown in Fig.2, firstly 

supervised training of the source domain, training the 
parameters θh and θc, by Equation 24; secondly, 
unsupervised adversarial training of the multi-objective 
domain, calculating the loss function by Equation 20, 
updating the parametersh and w  by using Equation 22 
and 23, and updating the weight parameters by using the 
SGD stochastic algorithm during the training process. 

3 Experimental Verification 

In order to verify the superiority of the proposed 
model WDMACN, thesis is validated on the gear dataset 
measured at the experimental bench and the Case 
Western Reserve University bearing dataset. The 
hardware and software information used in this 
experiment is as follows: 64-bit Windows 10 operating 
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system is used, GPU is NVIDIA GTX3070 and CPU is 
Intel i5. The procedure uses the SGD optimizer to update 
the network and during training, the number of iterations, 
the number of pips, and the SGD learning rate of the 
deep learning model are set to 50, 32, and 0.0001, 
respectively. The training and validation sets of the 
experimental data are randomly divided according to a 
7:3 ratio. To prevent overfitting of the model, we set the 
dropout value of the dropout layer to 0.5. Fault types are 
categorized using the Softmax classification function. 

3.1 Gearbox Experiments 
3.1.1 Gearbox Experiment Data Set 

To verify the feasibility of the model in real 
working conditions, the planetary gearbox data are 
collected. Experimental platform for data acquisition 
of gear box is shown in Fig.6, which consists of an 
electric motor, a fixed-shaft gearbox, and a planetary 
gearbox. Using this experimental platform, vibration 
signals can be obtained from 7 measurement points,  
5 speeds for specific loads, each load containing three  

types of faults: normal faults, broken tooth faults, and 
cracked tooth faults. In this paper, the vibration signals 
are selected for measurement point 1 position, 1260, 
1500, 900, and 1470 r/min conditions. A total of 3 
different categories of faults are obtained, and 2000 
samples are collected for each fault, each consisting of 
1024 data points. The experimental data set is shown 
in Table 1. One display is taken for each data type as 
shown in Fig.7. 

 

 
 

Fig.6 Gearbox experimental platform 
 

Table 1 Gearbox data description 

Condition Fault type Normal Tooth broken Tooth fracture Motor speed/r.min-1 

A 
Training sample 1400 1400 1400 

1260 
Test sample 600 600 600 

B 
Training sample 1400 1400 1400 

1500 
Test sample 600 600 600 

C 
Training sample 1400 1400 1400 

900 
Test sample 600 600 600 

D 
Training sample 1400 1400 1400 

1470 
Test sample 600 600 600 

 

 
 

Fig.7 Gearbox accuracy rate 
 

3.1.2 Discussion and Analysis of Experimental 
Results 

In order to evaluate the performance of the 
proposed model WDMACN model, 12 cross-domain 
experiments are conducted in this paper, and the results 
are compared with six different methods, including the 

results TCA[20],CORAL[21],JDA[22] DAN[23],DANN[17] 
and DDC[24]. As shown in Table 2, a bar chart of Table 2 
is given in Fig.8 for a clearer comparison of the obtained 
results with other methods. In the first three experiments 
(A-B, A-C, A-D), we used dataset A as the source 
domain and B, C, and D as multiple target domains to 
learn feature extractors, classifiers, and discriminators, 
and then each individual target domain B, C, and D was 
tested on the learnt feature extractors to generate A-B, 
A-C, and A-D migrations, and similarly we used B, C, 
and D as the source domains for the cross-domain 
experiments. Table 2 evaluates the 12 different migration 
methods, and among the 12 cross-domain migrations, 10 
cross-domain migrations outperform the other models, 
and WDMACN achieves an average accuracy of 99.48%, 
which is an improvement of 2.33% compared to DDC. 
This indicates that the model proposed in this paper is 
able to better achieve migration learning at different 
speeds. Since the depth model has an uninterpretable 
under in the feature extraction stage, in order to verify 
the effect of WDMACN one by one, the t-SNE algorithm 
is used to visualize the output results of the network's 
input layer, residual block 1, residual block 3 and output 
layer. Fig.8 gives the visualization results for each layer 
under the A-B migration task. As shown in Fig.9,  
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Table 2 Accuracy rate of gearbox 

Method TCA CORAL JDA DAN DANN DDC WDMACN 
A-B 83.26% 84.21% 86.44% 93.71% 96.16% 97.62% 99.41% 
A-C 86.71% 89.74% 87.63% 91.11% 99.73% 98.42% 99.7% 
A-D 83.24% 85.61% 86.97% 90.54% 94.05% 95.04% 98.92% 
B-A 87.43% 83.22% 90.12% 94.21% 96.42% 95.56% 99.48% 
B-C 83.2% 81.47% 87.43% 94.13% 94.43% 98.33% 99.51% 
B-D 81.54% 83.32% 89.21% 90.73% 97.31% 99.06% 98.93% 
C-A 84.73% 86.63% 89.66% 92.28% 96.52% 95.83% 99.96% 
C-B 80.77% 87.54% 83.41% 91.15% 94.71% 97.17% 98.92% 
C-D 85.64% 89.61% 89.31% 97.51% 96.34% 97.29% 98.93% 
D-A 83.21% 85.64% 86.43% 91.14% 97.51% 96.24% 100% 
D-B 86.31% 83.21% 85.23% 90.27% 91.14% 96.62% 100% 
D-C 87.83% 80.72% 88.72% 95.53% 97.21% 98.62% 99.98% 
 

 
 

Fig.8 GAPF feature maps with different data labels 

 

 
 

Fig.9 Visualization of WDMACN model in gearbox dataset 
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when the image first enters the network, the distribution 
of the three fault types is confusing because the features 
have not yet been extracted, and the various fault types 
cannot be clustered, and when the network reaches the 
residual block 3, the network learns some fault 
information and can be roughly clustered, but there is 
still confusion at the fault boundaries. By the time the 
fault reaches the output layer, the network has 
sufficiently learnt the fault features and the fault 
classification is significantly improved. 
3.1.3 Experimental Analysis of Fault Diagnosis 
Under Noise Interference 

In real scenarios, the acquired vibration signals are 
susceptible to external interference, and in order to verify 
the immunity of WDMACN in noise, Gaussian white 
noise with different signal-to-noise ratios (SNR) is added 
to the original signals, and the SNR is defined as 
follows: 

10( ) 10log
 

  
 

signal

noise

P
SNR dB

P
 (25) 

To verify the robustness of WDMACN under noise. 
Gaussian white noise of 0, –3dB and –6dB is added to 
the acquired vibration signals, respectively, and the model 
accuracies under different noise disturbances are shown in 
Fig.10 in the migration task of A-B. From the table, it can 
be seen that the fault identification accuracy of various 
networks decreases gradually with the decreasing 
signal-to-noise ratio. The decreases of the seven models 
with added noise are 12.26 %, 15.1 %, 15.83 %, 17.17 %, 
13.85 %, 9.51 %, and 5.45 %, respectively. The accuracies 
of WDMACN are all higher than the other models in the 
noiseless condition and the decrease is smaller. Therefore, 
the WDMACN model is more stable and has better 
resistance to noise interference and robustness. 

 

 
 

Fig.10 Accuracy of each model under different noise 
 

3.1.4 Single Source Domain Multi-target Domain 
Efficiency Validation 

In this section, a comparison is made in terms of 
model generalizability and time efficiency by setting up 
a single-source single-target domain (1S1T) and a 

unitary multi-target domain (1SmT). For single-source 
single-target domains, this paper adopts the DDC method 
for comparison, in addition to single-source single-target 
domains and single-source multi-target domains, this 
paper also constructs a single-source mixed-target domain 
(1SmxT) by mixing N target domains into a single target 
domain, and the results are shown in Fig.11. 

 

 
 

Fig.11 Accuracy of different target domain Settings 
 
Where 1S1T and 1SmT are tested with B as the 

target domain when A is the source domain, and all are 
tested with A as the target domain when B, C and D are 
the source domain. From the table, it can be seen that the 
accuracy of the proposed model WDMACN (1SmT) is 
improved by 5.65% compared to WDMACN (1SmxT), 
which is also significantly better than DDC. In addition, 
to verify the efficiency of the model, the training times 
for 1S1T and 1SmT were compared as shown in Table 3, 
which shows the training times for the A condition 
migrated to the B, C, D unit single target and unit 
multi-target settings. From the table, it can be seen that 
the training time of the proposed model is much less than 
the training time of the single target domain, which 
indicates that our proposed model can significantly 
reduce the training time. Therefore, the WDMACN 
(1SmT) proposed in this paper is more suitable for real 
industrial scenarios. 

 
Table 3 Training time of single target domain and multi-target domain 

Model Training time /s 
1S1T 6174.4 
1SmT 2573.5 

 
3.1.5 Algorithm Convergence 

To prove the convergence of the proposed function, 
the loss function during migration iterations is recorded. 
As shown in Fig.12A-B the loss function in the task. 
From the figure, it can be seen that the training process 
of the proposed method are convergent and can converge 
faster compared to other algorithms. 
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3.2 Case Western Reserve University Rolling 
Bearing Experiments 
3.2.1 Description of the Data Set 

To further validate the feasibility of the proposed 
model in real working conditions, the proposed method 
was tested using the Case Western Reserve University 
(CWRU) rolling bearing experimental dataset.[25]  

 

 
 

Fig.12 loss curve of fault identification 
 
The experimental platform for data acquisition is 

shown in Fig.13, which consists of a motor, torque 
transducer, power test meter, and electronic controller 
with a sampling frequency of 12 KHz. 

Using this experimental platform it is possible to 
obtain four specific loads of 0, 1, 2 and 3 rotational 
speeds, and each load contains three types of faults: 
damage failure of the inner ring, damage failure of the 
outer ring, and damage failure of the rolling body. In 
addition, each fault contained three more types of 0.07, 

0.14, and 0.21 inches depending on the size of the 
damage. A total of nine different categories of faults 
were obtained, and 2000 samples were collected for each 
fault, each consisting of 1024 data points. The 
experimental data set is shown in Table 4. 

 

 
 

Fig.13 CWRU experimental platform 
 

3.2.2 Discussion and Analysis of Experimental 
Results 

Table 5 shows the results obtained under the 
gearbox dataset, and to compare the obtained results with 
other methods more clearly, a bar chart of Table 5 is 
given in Fig.14. From the table, it can be seen that out of 
the six cross-domain faults in the diagnosis experiments, 
five cross-domain migrations outperform the other 
models, and WDMACN achieves an accuracy of 99.47 
per cent, which is an improvement of 1.17 % compared 
to DDC. 

This further indicates that the model proposed in 
this paper outperforms other models. Similarly, to verify 
the effect of WDMACN on GAPF feature extraction on a 
layer-by-layer basis, the t-SNE algorithm was used to 
visualize the output results of the input layer, residual 
block 1. residual block 3 and output layer of the network. 
Fig.15 gives the visualization results for each layer under 
the E-F migration task. 

 

Table 4 CWRU experimental data set 

Condition 
Fault type Ball Inner Outer Motor speed/

r·min-1 Fault size(inch) 0.07 0.14 0.21 0.07 0.14 0.21 0.07 0.14 0.21 

E 
Training sample 1400 1400 1400 1400 1400 1400 1400 1400 1400 

1979 
Test sample 600 600 600 600 600 600 600 600 600 

F 
Training sample 1400 1400 1400 1400 1400 1400 1400 1400 1400 

1772 
Test sample 600 600 600 600 600 600 600 600 600 

G 
Training sample 1400 1400 1400 1400 1400 1400 1400 1400 1400 

1750 
Test sample 600 600 600 600 600 600 600 600 600 

 

Table 5 Accuracy rate of CWRU 

Method TCA CORAL JDA DAN DANN DDC WDMACN 
E-F 79.32% 81.75% 85.18% 85.83% 94.43% 98.42% 99.25% 
E-H 76.63% 78.73% 86.04% 86.11% 98.64% 97.76% 99.42% 
F-E 80.78% 83.72% 89.93% 89.73% 94.45% 96.87% 98.61% 
F-H 79.93% 81.63% 87.02% 84.03% 98.89% 99.97% 99.91% 
H-E 83.73% 79.94% 86.11% 87.09% 97.64% 97.63% 99.91% 
H-F 77.62% 82.22% 84.96% 87.12% 96.66% 98.94% 99.67% 
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Fig.14 CWRU accuracy rate 
 

4 Conclusion 

In this paper, a multi-objective domain migration 
learning model, WDMACN, is proposed to address the 
problem of degraded fault diagnosis performance of 
rotating machinery under variable operating conditions. 
Good diagnostic results are obtained through 
experimental validation on gearbox dataset and CWRU 
bearing dataset, and the following conclusions are  

drawn: 
(1) Firstly, the features of multiple target domains 

are extracted simultaneously using residuals in the 
feature extraction stage, and a potential space that can 
represent the features of all target domains is found to 
represent the new target domain. Secondly, the 
Wasserstein distance, which measures the distribution 
metric between two domains, is used in conjunction with 
the adversarial training method in domain adaptation to 
ensure the stability of the training process. Finally, 
extensive experimental validation in CWRU dataset and 
gearbox dataset and comparison with several mainstream 
models show that the method proposed in this paper can 
effectively realize multi-objective domain fault diagnosis. 

(2) In this paper, Gaussian white noise of 0dB, -3dB 
and -6dB is added to the data samples to simulate the 
ambient noise in the real scene, and more than 98.6% 
recognition accuracy is obtained in all the CWRU datasets 
with the A working condition as the source domain, and 
the accuracy is improved by more than 4.4% compared 
with the other models, which proves that the proposed 
model in this paper has a good noise immunity. 

(3) Compared with the single-source domain 
single-target domain model, the multi-source multi-target 
domain training model can significantly reduce the 
training time and effectively improve the training 
efficiency, which will be more relevant in engineering. 

 

 
 

Fig.15 Visualization of WDMACN model in rolling bearing data 
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