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Abstract: Speech recognition is a hot topic in the field of artificial intelligence. Generally, speech recognition 
models can only run on large servers or dedicated chips. This paper presents a keyword speech recognition 

system based on a neural network and a conventional STM32 chip. To address the limited Flash and ROM re-

sources on the STM32 MCU chip, the deployment of the speech recognition model is optimized to meet the 

requirements of keyword recognition. Firstly, the audio information obtained through sensors is subjected to 

MFCC (Mel Frequency Cepstral Coefficient) feature extraction, and the extracted MFCC features are input into a 

CNN (Convolutional Neural Network) for deep feature extraction. Then, the features are input into a fully 

connected layer, and finally, the speech keyword is classified and predicted. Deploying the model to the 

STM32F429, the prediction model achieves an accuracy of 90.58%, a decrease of less than 1% compared to the 

accuracy of 91.49% running on a computer, with good performance. 
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1  Introduction 

In recent years, the development of artificial intelli-
gence has been rapid, and speech recognition has been 
active in various fields of the industry, with its shadow 
everywhere. Speech recognition also has many applica-
tions in human-machine interaction. Using speech recog-
nition technology, people can operate devices in a 
non-contact manner, which greatly improves safety and 
convenience for users. With the integration of artificial 
intelligence into people's lives, many electronic devices 
have embedded speech recognition functionality, which is 
particularly common in smartphones and smart home 
devices. People can use the speech recognition function 
to wake up their phone at any time and perform corres-
ponding functions based on the conversation content[1]. 
Smart homes can operate various appliances and  

switches through speech recognition, providing maxi-
mum convenience for people. Therefore, the accuracy of 
speech recognition is also very important. Currently, 
common speech recognition systems run on high- per-
formance AI chips, with low versatility but able to quick-
ly and accurately recognize specific languages. This ar-
ticle introduces a method for recognizing speech key-
words using a conventional ARM chip STM32[2]. This 
system is composed of STM32DSP library + 
STM32F429IGT6 + STM32CUBEMX + X-CUBE-AI, 
and realizes the function of speech recognition on a sin-
gle-chip system [3] 

2  Methods and Experiments  

2.1  Dataset  

In this experiment, the public dataset Speech 
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Commands Dataset is used for recognition. This data-
set is a set of one-second WAV files, with each folder 
containing one spoken word. The audio data is saved 
as 16-bit encoded WAVE files with a sampling rate of 
16000. The dataset includes twenty core commands, 
with most speech recorders saying each one five times. 
In this paper, four keywords are selected for speech 
recognition: "yes", "no", "stop", and "go". For audio 
with a sampling rate of 16000, 16000 data points are 
collected in one second. Therefore, a complete 
1-second sample will have 16000 audio data points. 
After screening the dataset for the four categories 
mentioned above and removing samples that do not 
meet the requirements, the number of screened sam-
ples is shown in Table 1. 

 

Table 1  Data Filtering 

Category Yes No Stop Go 
Number before Screening 4044 3941 3872 3880
Number after Screening 3692 3545 3563 3478

 

2.2  MFCC (Mel-frequency Cepstral Coeffi-
cient) Feature Extraction  

The first step in speech recognition is feature ex-
traction, which can effectively reduce interference 
signals and improve the accuracy of speech recognition. 
Generally, the speech data obtained by sensors is in the 
time domain. In the time domain, it is not easy to dis-
tinguish the characteristics of different sounds. 
Therefore, the characteristics of the sound are extracted 
by Fourier transform and certain processing to facili-
tate speech recognition. 

MFCC[4](Mel-Frequency Cepstral Coefficient) is 

a common method for sound feature extraction. MFCC 
first extracts the frequency domain information of the 
sound. Since the recognition rate of the human ear to 
sound is not linear, the obtained frequency information 
needs to be filtered by the Mel filter bank, and then the 
result is subjected to DCT transformation [5] to obtain 
the MFCC coefficients, which are the features of the 
sound [6]. 

This article mainly uses the following five steps to 
obtain the MFCC features of the audio: 1. 
Pre-emphasis and frame segmentation of the audio 
signal. 2. Calculation of the power spectrum of each 
frame. 3. Filtering with a Mel filter bank. 4. Discrete 
cosine transform (DCT). 5. Retain the 2-13 coefficients 
after DCT as the features of the sound. The process of 
MFCC extraction is shown in Fig.1 

Firstly, pre-processing is performed on the orig-
inal signal by applying pre-emphasis, and the calcula-
tion formula is shown as Equation (1): 

Yt = xt – 0.97*xt–1                  (1) 
The 1-second audio signal is divided into frames 

of 25ms, and to ensure the continuity of the signal, each 
frame is shifted 10ms backwards so that adjacent 
frames have overlapping parts. Then, a window is 
applied to the data of each frame, but this article does 
not use a window function and keeps the original 
segmented signal. For each frame of the signal, FFT 
operation is performed as shown in Equation (2), where 
k is the length of the DFT. 

Si(k)= n 1
N

=∑ si(n)h(n)e–j2πkn/N,1≤k≤N   (2) 

The energy spectrum is calculated as shown in 
Equation (3): 

 

 
 

Fig.1  Flow Chart of MFCC Features 
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P(k)= 1
N

|Si(k)|2                  (3) 

The Mel filter bank is calculated by dividing the 
frequencies uniformly on the Mel scale, and 26 trian-
gular filter banks are used to filter the power spectrum. 
The conversion formula for Mel frequency is shown in 
Equation (4):  

M(f)=1125ln (1+f/700)       (4) 
The conversion formula from Mel frequency to 

frequency is shown in Equation (5): 

M–1(m)=700( 1125
m

e
−1

)           (5) 
The formula for creating the Mel filter bank is 

shown in Equation (6): 
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After passing the signal through the Mel filter 
bank, the logarithm of the 26 energy data is taken, and 
then the discrete cosine transform (DCT) is performed 
on the 26 points of the signal to obtain the MFCC 
feature of the audio. This article takes the 2nd to 13th 
coefficients as the MFCC feature of the frame. 

2.3  Model and Processing  

After extracting the MFCC features from the above  

1-second dataset, we can obtain 99 frames of data with 
13 speech features, which means an audio data can be 
represented as an array of shape (99, 13). Combining the 
MFCC features of different frames together, we can 
obtain a feature spectrogram as shown in Fig.2 

Convolutional Neural Networks (CNNs) have 
wide applications in the field of image recognition. The 
convolutional kernel in a CNN can extract deeper 
features from images with fewer parameters, and thus 
perform well in image classification tasks. Based on 
the previous operations, which converted audio signals 
into image information, the problem of speech recog-
nition and classification can be transformed into the 
same type of problem as traditional image recognition. 
In this paper, a CNN is used to classify and recognize 
the MFCC feature maps of speech. The network is 
designed to be implemented on a microcontroller and 
constructed using TensorFlow [7]. It has five layers: the 
first layer is a convolutional layer, which uses 6x3x3 
convolutional kernels to perform a convolution opera-
tion on the input image with a stride of 1. The second 
layer consists of 16x3x3 convolutional kernels with a 
stride of 1. The third layer is a fully connected layer 
with 120 nodes, the fourth layer has 84 nodes, and the 
fifth layer is the output layer, which has 4 nodes cor-
responding to the four output categories. A 
max-pooling layer is added to the output of each con-
volutional layer to reduce the size of the feature maps 
by half, and a ReLU activation function is applied to 
the output of each layer in the network.  

 

 
 

Fig.2  Spectrum of Different Phonetic Features 
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size of 219k. This model is imported into the 
STM32CUBE-AI[9] toolbox for analysis, which shows 
that running this model requires 48.54KB FLASH and 
9.63KB RAM. The STM32F429ZGT6 fully meets the 
operating conditions and can run normally on the mi-
crocontroller. The analysis results are shown in Fig.6. 

 

 
 

Fig.6  Analysis Results 
 

2.5  Model Training  

The deep learning model was built and trained 
using the Tensordlow2 framework. During training, the 
dataset was shuffled using the built-in function in Ten-
sorFlow to avoid the network learning the order infor-
mation and to improve the final accuracy of the model. 
The Adam optimizer was used for gradient updates, 
which has the characteristics of simple implementation 
and high computational efficiency. It can automatically 
adjust the learning rate and control the step size, which 
is helpful for the model to quickly and accurately find 
the optimal parameters. The cross-entropy function was 
chosen as the loss function for the model, which is widely 
used in classification problems. The labels for the four 
categories: go, no, stop, yes were set as 0, 1, 2, and 3, 
respectively. With the above parameter settings, the 
model was trained for 100 epochs, and the training re-
sults are shown in Fig.7 and Fig.8. 

From the training results shown in the figure, it 
can be seen that the model has achieved high accuracy 
after several iterations. The accuracy of the training set 

 

 
 

Fig.7  Diagram of Training Process 

 

is close to 100% and the training set loss is close to 0. 
The validation set accuracy reaches 91.49%, indicating 
good classification performance of the model. 

 

 
 

Fig.8  Training Loss 
 

3  Experimental Results 

The confusion matrix [10] of the classification 
results is presented below to evaluate the performance 
of the model. The values on the diagonal of the con-
fusion matrix can be used to determine the classifica-
tion accuracy. The model was tested on a previously 
unseen test set, and the resulting confusion matrix is 
shown in Fig.9. 

 

 
 

Fig.9  Tensorflow Classification Model  
Confusion Matrix 

 

According to the confusion matrix, the recogni-
tion accuracy can be calculated, as shown in Table 2 

Based on the confusion matrix, it can be seen that 
the neural network model running on the embedded 
STM32 microcontroller is basically consistent with the 
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results on the PC. The accuracy only drops by less than 
1%. The loss in accuracy comes from converting the 
model into code that can be run on the microcontroller 
using the STM32CUBE-AI toolbox. In this process, 
the toolbox compresses the model, sacrificing some 
accuracy in exchange for faster running speed and 
smaller model size. 

 

 
 

Fig.10  STM32F429 Classification Model  
Confusion Matrix 

 

 

Table 2  Model Test Accuracy 

Model Tensorflow Model STM32F429 
Running Model 

Test Accuracy 91.4% 90.58% 
 
 

4  Conclusion 

In this study, we used the STM32F429ZGT6 mi-
crocontroller to collect sound sensor data through ADC 
and extracted features using the DSP library. We then 
passed the feature data to C code converted by the 
STM32CUBE-AI toolbox for recognition of yes, no, stop, 
and go. The results showed that the model running on the 
STM32F429 has an accuracy of 90.58%, with less than 
1% decrease in accuracy compared to the PC model.  

In this experiment, the classification category is 4, 
which is a small number of classification categories. 
The speech categories can be continued to be added in 
future work to make the model richer in classification 
categories and used in a wider range of fields. This 
implementation provides a method to run a neural 
network model using a microcontroller with high 
recognition accuracy. Using more data sets, and 

building more complex network models, the prediction 
accuracy of the model can be further improved. 
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