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Abstract: In order to solve the shortcomings of current fatigue detection methods such as low accuracy or 

poor real-time performance, a fatigue detection method based on multi-feature fusion is proposed. Firstly, the 

HOG face detection algorithm and KCF target tracking algorithm are integrated and deformable convolutional 

neural network is introduced to identify the state of extracted eyes and mouth, fast track the detected faces and 

extract continuous and stable target faces for more efficient extraction. Then the head pose algorithm is intro-

duced to detect the driver's head in real time and obtain the driver's head state information. Finally, a mul-

ti-feature fusion fatigue detection method is proposed based on the state of the eyes, mouth and head. Accord-

ing to the experimental results, the proposed method can detect the driver's fatigue state in real time with high 

accuracy and good robustness compared with the current fatigue detection algorithms. 
Keywords: HOG Face, Posture Detection, Deformable Convolution, Multi-feature Fusion, Fatigue Detection 

 
 

1  Introduction 

Fatigue driving is one of the main factors leading 
to car accidents. Therefore, the development of driver 
fatigue detection technology is crucial, which can 
effectively test whether a driver has fatigue driving and 
reduce the occurrence of car accidents. There are three 
main types of fatigue driving assistance systems on the 
market[1]: Fatigue detection based on vehicle condition, 
fatigue detection based on driver's physiological state 
and fatigue detection based on driver's facial charac-
teristics. Li Zoujin et al. used sensors to obtain signals 
of steering wheel turning angles under actual driving 
conditions and used a binary classifier to determine 
whether the driver is currently fatigued or awake, but 
the method is negatively affected by various aspects 

such as different drivers' driving habits and actual road 
conditions[2]. Kaijie Guan et al. used glasses as a carrier 
with built-in sensors, and the driver wore the glasses 
while driving, and judged the driver's fatigue by de-
tecting the characteristics of the eyes combined with 
the changing state of the driver's EEG signal, but the 
driver wearing the sensors would affect the state of 
driving, and it was difficult to promote it[3]. Shiqi Dai 
et al. trained by convolutional neural networks to 
identify classification patterns of eye opening and 
closing conditions, establish eye fatigue features, and 
determine the current fatigue condition of the driver 
based on the comprehensive mouth fatigue characte-
ristics, but the fatigue detection algorithm based on 
deep learning, with more parameters and larger models, 
lost its timeliness in practical applications[4]. 
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Research on the practical application of fatigue 
driving test technology is carried out. Combining tra-
ditional face detection algorithm with deep learning 
technology, a multi-feature fusion driver facial fatigue 
detection method is proposed. The main research 
contents are as follows. 

(1) In order to reduce the running time of the de-
tection algorithm, the fusion of HOG face detector and 
KCF target tracking algorithm is used to propose the 
HOG face detection algorithm based on kernel corre-
lation filtering to detect and track the collected face 
information. In order to further improve the accuracy 
of the fatigue detection system, Dlib library in OpenCV 
is invoked to extract the key points of the driver's face. 

(2) In order to increase the recognition accuracy 
of the detection algorithm, deformable convolutional 
neural network was introduced for state recognition of 
the extracted eyes and mouth. The head pose algorithm 
is introduced to detect the driver's head in real time, 
and the head pose prediction algorithm based on 
geometric correlation is used to evaluate the driver's 
head features by studying the change rule of human 
facial feature points. 

(3) Finally, a multi-feature fusion fatigue detec-
tion method is proposed according to the state of the 
driver's eyes, mouth and head[5]. By testing the col-
lected data sets, the accuracy of the fatigue detection 
system reaches more than 90%. By simulating the 
normal and fatigue state of the driver, the fatigue de-
tection system designed in this paper can determine the 
driver's state in real time, and can also import video 
from the local to detect the driver's state. 

2  Related Work 

2.1  Face Detection 

2.1.1  HOG Algorithm 
Histogram of oriented gradient (HOG) [6] means 

that the gradient direction histogram of the local over-
all scope of the detected image is used to depict the 
characteristics of the target, so that the overall contour 
of the target can be depicted more correctly. One of the 
main features of HOG face detection algorithm is that 
after subdividing pixels into small cells, a 

one-dimensional ladder (or edge direction) histogram 
is calculated from each cell, and then the histogram is 
combined to form a feature descriptor. Since HOG 
implements the normalization operation on the local 
whole square unit of the image, the negative effects of 
various factors of light and deformation are greatly 
reduced. 
2.1.2  KCF Tracking Algorithm 

Kernel Correlation Filter (KCF) is a real-time 
correlation filter[7], which is faster than mainstream 
deep learning tracking algorithms. It obtains more 
samples by moving the frame on the sample, thus im-
proving the recognition accuracy of the image, and 
realizes the optimization and acceleration of the me-
thod by using the periodic movement of the sampling 
points[8]. 
2.1.3  Extraction of Key Points on The Face 

Face feature point localization refers to the loca-
lization of all organ locations in a face feature image 
using image processing, pattern recognition and other 
technical means. By selecting a face feature point 
analysis technique based on Dlib database[9], it is thus 
possible to quickly achieve the acquisition of key 
points of face features using Dlib database. In this 
paper, a KCF-based improved algorithm for HOG face 
detection is proposed, which can detect the driver's 
face in real time by calling the Dlib library[10] of 
OpenCV and labeling 68 key points of the face. 

2.2  Head Posture Analysis 

Head posture is the degree of deflection of the 
human head relative to the three-dimensional coordi-
nates at a given moment[11]. In mathematical formulas, 
the amount of rotation in three-dimensional space has 
many expressions, the most common of which are 
quaternions, axis pinch angles, rotation matrices and 
their Euler angles. According to the three axes of Euler 
angles, the pinch angles of rotation around the X-Y-Z 
axes are generally defined as pitch, yaw, and roll angles, 
respectively. Euler's angle[12], which is the three di-
agonal parameters that determine the direction of motion 
of a rigid body in three-dimensional space, was first 
proposed and named by Lenhard Euler, as shown in 
Fig.1, with Euler's angle can represent the head posture.  
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Fig.1  Euler Angle 
 

3  Design of the Experimental Methods 

3.1  Face Detection Algorithm Based on HOG 

The selected unit range size is 8 × 8 pixels (n = 8), 
the orientation time region n is 9, the unit block size is 
16 × 16 pixels (K = 4), and the sliding step L is 8. When 
the input image size is 128 × 128 pixels, then the HOG 
feature vector is generated. 

1. Input the face training sample and the orienta-
tion coordinate system of the face in the sample, which 
represents the 4-dimensional position coordinates of the 
enclosing frame of the image. (top、left、width、height). 

2. All sample images are scanned after pre- 
processing the images to obtain the characteristics of 
each image HOG. 

3. The labeled face region is used as positive, and 
the region without face features is randomly selected 
from other regions as negative samples for SVM 
training, and the training is completed when the loss is 
lower than the set value of 0.01, indicating that the 
SVM has been designed and optimized, and the trained 
face detector model is provided. 

The experiments integrate the HOG face algo-
rithm with the kernel correlation filter tracking algo-
rithm in order to detect the driver's face in real time and 
achieve more efficient extraction. This approach can 
reduce the frequency of face inspection, shorten the time 
consumed for inspection, and improve the robustness to 

driver face pose changes, occlusions. the KCF algorithm 
also incorporates HOG features and kernel methods to 
achieve good results in the accuracy of target tracking as 
well as kernel speed to meet the requirements of the 
designed fatigue detection method[13]. 

3.2  Deformable Convolutional Networks for 
Facial State Recognition 

Considering the application and efficiency of the 
fatigue detection system, a fully convolutional neural 
network structure is used to introduce a deformable 
convolutional neural network in order to train a pattern 
for eye and mouth recognition with higher accuracy[14]. 
The convolutional kernel used can adjust its own shape 
according to the actual situation to better extract the 
features of the input image and improve the ability to 
adapt and generalize to unknown changes.  

Due to the advantages of deformable convolu-
tion[15], networks using deformable convolution achieve 
good results on different tasks, but this still does not get 
rid of the drawback of needing to completely retrain the 
network, an algorithm is proposed to enhance the effec-
tiveness of existing networks using deformable convo-
lution, which upgrades the standard convolution in the 
network to deformable convolution and the network is 
upgraded in place, it does not degrade the results of the 
network and only a small amount of data fine-tuning is 
required to achieve better results than before. 

The deformable convolution introduced in this 
paper is to improve on the CNN and replace part of the 
designed convolution from the computational layer to 
the deformable convolution layer, and finally the basic 
structure obtained contains input and output layers 
(Input), three convolutional layers (C), two downsam-
pling layers (S), one deformable convolutional layer 
(DC), two fully connected layers (F), and input-output 
layer (Output). This is shown in Fig.2. 

 

 
 

Fig.2  Network Structure of DC-CNN 
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3.3  Head Posture Estimation Algorithm Based 
on Geometric Approach 

The coordinates of the driver's head are collected 
to describe the posture of the head by using the lateral, 
prone and rollover angles. The tilt angle is the prone 
motion of the head and prone motion, the roll angle is 
the driver's body activity, and the lateral angle is the 
body motion. The lateral angle in vehicle driving in-
dicates the driver's front and rear directions during 
driving, while the tilt angle and roll angle indicate the 
head posture when the driver is fatigued[16]. The head 
posture is captured using the camera at the front of the 
seat, and the mode expression of the camera is shown 
in (1). 
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X, Y, Z are the 3D position coordinates in the 
world coordinate system. The scale factor, 2D coor-

dinate system, 3D coordinate system and the internal 
reference matrix are the key parameters. The informa-
tion collected by the camera allows a simple calcula-
tion of the plane vector so that R can be obtained. while 
the Eulerian angle is expressed by the rotation matrix 
method, and the result is shown in Equation (2). 
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Representing the rotation matrix as a sine and 
cosine matrix composed of Euler angles, as shown in 
Equation (3), it has been calculated using the camera 
model with nine main covariates and reaching the 
conjunction. 
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As described in (3), the Euler angle is derived from 
the mentioned rotation matrix parameter, and the expres-
sion of the Euler angle is (4). The posture signal is cal-
culated in terms of the Euler angle, and it is possible to 
determine the actual collected driver head condition and 
whether the fatigue driving condition has been reached. 

Fatigue driving can cause drivers to show a dif-
ferent state than normal driving, as evidenced by fre-
quent head nodding or head deflection from side to side 

when dozing off. The change in head perspective can 
then be a criterion for determining whether a driver can 
drive fatigued. If the driver's head condition is checked 
abnormally in multiple frames, it can be determined 
that the driver has been driving fatigued and an effec-
tive warning is given to the driver. In the normal state, 
the driver's pitch angle variation range is generally 
1°~7°, and in the fatigue state, the pitch angle range is 
generally 15°~30°. In the usual posture of the driver's 
head dynamics is not obvious, in the fatigue state, the 
direction of the Euler angle surface changes more, 
there is a certain degree of unpredictability, indicating 
that this is mostly abnormal state. In the usual posture, 
X (pitch angle) and Z (roll angle) are close to zero, so if 
the zero-degree pitch angle and zero-degree roll angle 
for the median point posture, the orientation offset of 
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the driver in time. 
EAR is used to make statistics on the state of eye 

closure, BlinkFreq is used to make statistics on 
whether the driver blinked, MAR is used to make sta-
tistics on whether the mouth yawned, and head posture 
algorithm is used to make statistics on the state of head. 
The CEW Eye dataset and YAWDD video dataset are 
used to test the performance of the fatigue detection 
algorithm. The threshold of fatigue state is determined 
by EAR exceeding 0.3, blink rate exceeding 20 per 
minute, yawn rate exceeding 3 and nod frequency 
exceeding 2 times. At the same time, the system can 
detect whether the driver is off duty. If the driver's face 
cannot be detected in the designated area for 5 con-
secutive seconds, it will remind the driver to "staff off 
duty". By judging the state of eyes, mouth and head, 
fatigue test is carried out according to the set threshold 
to realize the judgment of driver fatigue. 

In order to verify the accuracy of the proposed new 
method of fatigue detection, 10 videos were made from 
the experimentalists to simulate the driving states of 
drivers, including non-fatigue driving states and fatigue 
driving states. According to the state classifier of the 
corresponding experimenter, the eye state, mouth state 
and head state can be discriminated. Finally, the EAR, 
blinking frequency and yawning frequency of the cor-
responding test person in this video are calculated re-
spectively, and if the tested indexes exceed the set 
threshold, fatigue will be determined, and the experi-
mental results are shown in Table 5. From the table, it 
can be seen that the accuracy of the detection of fatigue 
driving in the 10 videos is more than 90%. 

Through face detection and tracking, eye and 

mouth state extraction, eye and mouth state recognition 
work, realistic statistics of multiple testers. Simulate 
the normal state of the driver driving as shown in 
Fig.7(a), fatigue state as shown in Fig.7(b), reach the 
set fatigue threshold, fatigue detection system will 
make a warning to remind the driver. 

For some reasons, drivers are faced with wearing a 
mask when driving. Although wearing a mask cannot 
detect the mouth, but through the eyes and head detection 
can still detect the driver status, through the blink and 
EAR value, the number of blinks per minute three values 
for driver fatigue determination, the driver wearing a 
mask of normal and fatigue state is shown in Fig.8. 

This paper designs the fatigue detection system not 
only to detect the driver's status in real time, but also to 
detect the driver's status in the video by importing the 
video. The detection results are shown in Fig.9. 

When the driver's face is out of the range of the 
fatigue detection system designed in this paper when 
driving, if the time exceeds 5 seconds continuously, 
this time the detection system will remind the driver off 
duty, and will alert the driver to the early warning, the 
detection results are shown in Fig.10. 

Finally, the fatigue detection system was tested on 
the collected YAWDD dataset with an accuracy of 
94.36%. The system was tested and achieved the ex-
pected design goal and met the requirements of prac-
tical applications. The experimental results show that 
the designed fatigue detection system has good supe-
riority and can accurately determine the fatigue status 
of drivers. Compared with the traditional fatigue de-
tection method of Adaboost and the fatigue detection 
method of HOG+SVM, the multi-feature fusion driver 

 

Table 5  Sample Fatigue Test 
No. EAR Blink  Yawn Nod  Test Status Actual Status Result 

1 0.58 19 6 6 Fatigue Fatigue √ 
2 0.21 10 0 1 Normal Normal √ 
3 0.52 55 4 3 Fatigue Fatigue √ 
4 0.44 24 3 4 Fatigue Fatigue √ 
5 0.37 20 0 2 Fatigue Normal × 
6 0.48 28 2 4 Fatigue Fatigue √ 
7 0.22 16 0 0 Normal Normal √ 
8 0.33 23 5 2 Fatigue Fatigue √ 
9 0.55 21 6 5 Fatigue Fatigue √ 

10 0.24 12 0 0 Normal Normal √ 
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