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Abstract: A fast image segmentation algorithm based on salient features model and spatial-frequency domain 
adaptive kernel is proposed to solve the accurate discriminate objects problem of online visual detection in such 

scenes of variable sample morphological characteristics, low contrast and complex background texture. Firstly, 

by analyzing the spectral component distribution and spatial contour feature of the image, a salient feature model 

is established in spatial-frequency domain. Then, the salient object detection method based on Gaussian 

band-pass filter and the design criterion of adaptive convolution kernel are proposed to extract the salient contour 

feature of the target in spatial and frequency domain. Finally, the selection and growth rules of seed points are 

improved by integrating the gray level and contour features of the target, and the target is segmented by seeded 

region growing. Experiments have been performed on Berkeley Segmentation Data Set, as well as sample images 

of online detection, to verify the effectiveness of the algorithm. The experimental results show that the Jaccard 

Similarity Coefficient of the segmentation is more than 90%, which indicates that the proposed algorithm can 

availably extract the target feature information, suppress the background texture and resist noise interference. 

Besides, the Hausdorff Distance of the segmentation is less than 10, which infers that the proposed algorithm 

obtains a high evaluation on the target contour preservation. The experimental results also show that the proposed 

algorithm significantly improves the operation efficiency while obtaining comparable segmentation performance 

over other algorithms. 
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1  Introduction 

Image segmentation is an important part of visual 
detection. The performance of image segmentation 
algorithm is crucial to the accuracy and reliability of 
target detection and recognition. Accurate and adaptive 
segmentation of target and background has been a hot 

topic in current image processing research. Traditional 
image segmentation algorithms mainly perform seg-
mentation based on the similarity and discontinuity of 
pixel gray level. Segmentation algorithm based on 
pixel gray level value similarity can be divided into 
thresholding [1] and region-based segmentation [2]. 
Thresholding is based on a threshold, dividing image 
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pixels into target pixels and background pixels by 
designing appropriate thresholds. It is simple in form 
and clear in calculation target, but the segmentation is 
not ideal when facing complex images or requiring 
more objects to be distinguished. Therefore, a variety 
of statistical characteristics are introduced into 
threshold selection, such as maximum interclass vari-
ance [3] (OTSU), moment [4] (TSAI), entropy [5] (Kapur 
et al.) and the maximum likelihood [6] (Kurita et al.), 
etc. Region-based segmentation can be divided into 
two types: seeded region growing, region splitting and 
merging. Seeded region growing starts from a single 
pixel and gradually merges neighboring similar pixels 
to form the desired segmentation. In contrast, region 
splitting and merging are carried out gradually from the 
whole map until the required segmented regions are 
generated. Region-based segmentation considers loca-
tion information such as region similarity, boundary 
and smoothness, and is robust to various images [2]. 
However, the selection of initial seeds has a great in-
fluence on the final segmentation. It is necessary to 
determine a set of seed pixels that can correctly rep-
resent the desired region according to the image char-
acteristics and segmentation requirements. Kang et al. 
[8] presented a seeded region growing algorithm based 
on the fuzzy theory, which automatically selects the 
initial seeds combined with the fuzzy image pixel 
similarity, to avoid the initial seeds appearing in the 
details and complex background. Li et al. [8] introduced 
an optimized automatic seeded region growing 
(OASRG) algorithm, which uses the Affinity Propa-
gation (AP) clustering algorithm to extract the seeds 
automatically. In the process of growing of seeds, the 
current pixel state can be merged with seeds is decided 
by the similarity measured by LAB color values and 
Canny edge, which improves the segmentation accu-
racy and robustness. The second method is to segment 
the image into several regions according to the muta-
tion of pixel gray level at the boundary of each region, 
such as edge detection algorithm [9]. Traditional edge 
detection algorithms have high efficiency and accurate 
positioning, while they fail to ensure the continuity and 
closedness of the edges, and there are usually a large 

number of broken edges in the high-detail regions after 
segmentation, which causes confusion to form a large 
region. Arbeláez et al. [10] proposed a contour detection 
and hierarchical image segmentation algorithm. By 
designing a high-performance contour detector, the 
algorithm combines multiple local clues into a 
framework based on spectral clustering, and it converts 
all contour information into a hierarchical region tree 
while maintaining the contour quality, simplifies the 
image segmentation problem into a contour detection 
problem. Then it reconstructs each closed region by 
using discontinuous contour information through di-
rectional watershed transformation. Thanks to the 
development of digital image technology, image res-
olution has been continuously improved, and detailed 
texture information has been significantly increased. 
Traditional segmentation algorithms perform segmen-
tation based on low-level semantics such as gray level, 
color, and edge texture, which usually causes confu-
sion to segment high-definition images efficiently and 
accurately. As we know, clustering is an unsupervised 
classification method while unlabeled data sets can be 
classified by the similarity measure set in the cluster 
analysis to form multiple clusters. Cluster-based image 
segmentation algorithm [11] usually divides the pixels 
into different categories by quantitatively comparing 
the multi-dimensional features of pixels. Compared 
with traditional image segmentation methods, clus-
ter-based image segmentation algorithms have higher 
accuracy and robustness [12]. For example, 
Felzenszwalb [13] developed a graph-based greedy 
clustering segmentation method, which uses the idea of 
minimum cut in graph theory to divide the image into 
several parts, and transforms the optimal segmentation 
into finding the minimum spanning tree (MST) of the 
sum of edge weights. Achanta et al. [14] proposed a 
simple linear iterative clustering (SLIC) algorithm 
based on the K-Means clustering segmentation. It 
converts the image into a five-dimensional feature 
vector in CIELAB space and XY coordinates, and it 
constructs a distance metric for the five-dimensional 
feature vector. It performs local clustering of image 
pixels to generate compact and approximately uniform 
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super-pixels [15-16]. Kashif et al. [17] proposed a gen-
eralized kernel weighted fuzzy C-means clustering 
algorithm with local information (GKWFLICM) for 
m-dimensional input data sets. It adds neighborhood 
information to the m-dimensional data, which im-
proves the shortcomings of the standard FCM clus-
tering algorithm that is sensitive to noise and outliers, 
and it has poor performance for clusters of different 
sizes and different densities. This approach signifi-
cantly improves the clustering performance. With the 
continuous improvement of industrial automation 
level, the visual online detection demand of produc-
tion objects [18-19] is increasing, and image segmen-
tation algorithms with both accuracy and efficiency 
are urgently needed. However, the segmentation 
performance of the currently developed image seg-
mentation algorithm still needs to be improved in 
industrial applications where the morphological 
characteristics of samples are diverse and the detec-
tion environment is complex and vary. Therefore, 
traditional segmentation algorithms are difficult to 
suppress the background texture and noise infor-
mation effectively when facing complex detection 
samples, and it is difficult to preserve the edge con-
tour of the target regions accurately. On the other 
hand, although clustering-based image segmentation 
obtains better segmentation results, it is also difficult 
to be performed on online image segmentation and 
detection due to the high computational complexity. 
To solve the problems mentioned above, a fast image 
segmentation algorithm based on salient features 
model and spatial-frequency domain adaptive kernel 
is proposed. The organization of this paper is as 
follows. In Section 2, the salient feature model of the 
image is analyzed and established in spa-
tial-frequency domain, and the design methods of the 
frequency domain bandpass filter and the spatial 
domain adaptive kernel are given. In Section 3, the 
structure design and flow of the algorithm are pro-
posed. The results of comparative experiments with 
other algorithms are presented and discussed in 
section 4, and the conclusions are summarized in 
Section 5.  

2  Establishing the Salient Feature Model 
in Spatial-frequency Domain 

Currently, salient object detection (SOD) is a 
common feature extraction method [20] in image pro-
cessing. It mainly aims to combine the visual charac-
teristics of human beings, therefore the target region is 
highlighted from the cluttered background to attract 
visual attention. As we know, there are five basic re-
quirements that should be met in the detection of sa-
lient objects [21]:  

i. Emphasizing the largest salient object. 
ii. Uniformly highlight whole salient regions. 
iii. Establishing well-defined boundaries of sali-

ent objects. 
iv. Disregard high frequencies arising from tex-

ture, noise and blocking artifacts. 
v. Efficiently output full resolution saliency maps. 
On this basis, the proposed algorithm combines 

the salient features of the image in the spatial fre-
quency domain to improve the performance of salient 
object detection. By the filtering in frequency domain, 
the salient object is highlighted stably and efficiently, 
the background texture information is suppressed, and 
the high frequency interference is overcome. By the 
convolution with adapted kernel in spatial domain, the 
target edge and texture features are extracted com-
pletely, and the contour information of target is recon-
structed. 

2.1  Salient Region Enhancement in Fre-
quency Domain 

As shown in Fig.1, in the Fourier spectrum, the 
frequency component F(0,0) at the origin of the spec-
trum is the DC component of the image, and its am-

plitude  0,0F   reflects the average gray level of the 

image. The low-frequency components near the origin 
of the spectrum correspond to the components with 
slow gray level changes in the image, such as the large 
background with stable gray level and the internal area 
of glue. The high-frequency components are far from 
the origin of the spectrum corresponding to the com-
ponents with sharp gray level varying in the image, 



36 WU Fupei et al: Fast Image Segmentation Algorithm Based on Salient Features Model and Spatial-frequency… 
 
 
 
 
 

such as the step edge, background texture and 
high-frequency noise. The dominant feature of the 
Fourier spectrum of the glue dispensed sample is sev-
eral distinctive components extending approximately 
±45°, which corresponds to brightly colored glue out-
lines with a certain width. 

 

 

 
 

Fig.1  The Sample Image of Glue Dispensing and Its 
Fourier Spectrum 

 
Based on the above analysis of salient objects 

detection, the designed band-pass filter should meet the 
following conditions: 

1) The low cut-off frequency lc  should be as 

low as possible to highlight the relatively large salient 

region uniformly (salient object detection requirements 
i & ii). 

2) There should be enough frequency margin 
between the low cut-off frequency lc  and the high 

cut-off frequency hc  to preserve the high-frequency 

components such as the edge contour in the image 
(salient object detection requirement iii). 

3) The high cut-off frequency hc  should be less 

than the maximum frequency in the spectrum to filter 
the high-frequency noise and texture in the image 
(salient object detection requirement iv). 

Fourier transform does not change the mathe-
matical model of the Gaussian function, so the 
first-order Gaussian function is considered as the basic 
mathematical model of the filter to eliminate the 
ringing phenomenon of frequency filtering. Difference 
of Gaussians (DoG) is used to be the mathematical 
model of band-pass filter in the proposed algorithm. 
The DoG filter is the difference result of two Gaussian 
functions at different scales. Its spatial expression is 
defined as: 

2 2 2 2

2 2 2 2
1 2 2 2

1 1 2 2

1 1( , ) .( ) .( )
2 2 2 2

                 ( , , ) ( , , )

x y x yDOG x y exp exp

g x y g x y
   

 

 
   

 
 (1) 
where x and y are pixel coordinates of the image, and   
are the standard deviations of the Gaussian ( 1 > 2 ). 

From the properties of the Fourier transform, it 
can be seen that the Gaussian function with the larger 
spatial-domain standard deviation has a smaller fre-
quency-domain cutoff frequency. Therefore, lc  and 

hc  of the band-pass filter depend on 1  and 2  , 

and the bandwidth depends on the ratio of 1  to 2  . 

In order to highlight the salient object in the image, 1   

should be set to infinity, that is, lc  should be infini-

tesimal. Moreover, there should be a sufficiently large 
frequency width between lc  and hc  to preserve 

the frequency information of the salient objects. In this 
case, the DC component of the image   = 0 will be 
filtered, and the average gray level of the image is zero, 
so the background gray level will be reduced to zero. In 
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addition, the value of hc  should be able to filter out 

high frequency noise and texture. 
Considering the reality of filtering in frequency 

domain, the band-pass filtering with infinitesimal lc  

cannot be realized and it is necessary to improve the 
Gaussian band-pass filter. The proposed algorithm sets 
the value of the component at the origin of the low-pass 
spectrum to zero, and filters the DC component of the 
image spectrum to realize the band-pass filtering with 
infinitesimal lc , even if there is a slight ringing 

phenomenon. The expression of the improved Gauss-
ian low-pass filter in frequency domain can be defined 
as: 

   2 2 2 2 22 . 2 ,     , 0
,

0                   ,     , 0
lp

exp u v u v
G u v

u v

         
 

 (2) 

where   is the standard deviation of Gaussian 
low-pass function in spatial domain, u and v are coor-
dinates in frequency domain. High cut-off frequency of 
the improved Gaussian low-pass filter is defined as: 

1
2hc


  (3) 

In order to preserve the frequency information of 
the salient objects while filtering out high-frequency 
noise and texture, the high cut-off frequency hc  

should be greater than the highest frequency  m of the 
corresponding frequency band of the salient objects, 
and a certain frequency margin should be preserved. 
The improved Gaussian low-pass filter spectrum is 
shown in Fig.2. 

In order to reduce the complexity of the algorithm, 
the specific filtering operation is usually implemented 
in the spatial domain after the frequency domain filter 
being determined, therefore the inverse discrete Fou-
rier transform (IDFT) is eliminated. By calculating the 
difference between the image after Gaussian low-pass 
filtering and the arithmetic mean image, the 
high-frequency noise, texture and DC components are 
filtered, and the frequency band information of the 
salient regions are preserved, so that approximately 
replaces the above band-pass filtering, which can be 
expressed as: 

     , , ,
hc

s x y f x y f x y    (4) 

where  ,s x y  is the output of salient object de-

tection,  ,
hc

f x y  is the image after Gaussian 

low-pass filtering,  ,f x y  is the arithmetic mean 

image, of which the size is the same as the original 
image, and the gray level of the pixels are the arith-
metic mean of the gray level of the whole image. 

Then, the standard deviation of the spatial domain 
Gaussian low-pass filter should be: 

1 1
2 2hc m


 

 ≤  (5) 

 

 
 

Fig.2  The Fourier Spectrum of Improved Gaussian 
Low-pass Filter 

 

2.2  Salient Feature Extraction in Spatial 
Domain 

Now, the saliency of the target regions is en-
hanced after filtering in frequency domain. Based on 
this salient enhanced image, edge detection in spatial 
domain will be used to extract the salient edge features 
in this section. 

In actual digital images, the real edge model is not 
an ideal "step", but a fuzzy and noisy "slope" (as shown 
in Fig.3). The ambiguity of the edge depends on the 
limitation of the optical imaging mechanism, and the 
noise level is mainly affected by the illumination level 
and the electronic components of the imaging system. 
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(a) The Ideal Edge Model             (b) The Actual Edge Model 

 
Fig.3 The ideal Edge Model and the Actual Edge Model 

 
Traditional edge detectors, such as Sobel and 

Laplacian, are simple and efficient. However, when the 
edge of the image is not obvious, the texture is intricate 
and the noise pattern cannot be measured, it is difficult 
for traditional edge detectors to achieve a high com-
prehensive evaluation in terms of edge detection and 
anti-noise interference [22]. In response to the accu-
racy and rapidity requirements of online detection for 
edge detection, an edge detection method based on 
adaptive convolution kernel will be proposed in this 
manuscript. The eight-neighborhood square kernel is 
set as an example. 

 

 
 

Fig.4  The Eight-neighborhood Square Kernel 
 

By adjusting the operator parameters, the algo-
rithm can achieve excellent results in edge highlighting 

and localization, denoising and execution efficiency.  
The convolution operation of the square kernel is 

performed on the image to enhance the distinction 
between the texture area and the smooth area. Then, the 
square of pixel gray mean in the neighborhood is re-
garded as the adaptive segmentation parameter to ex-
tract the contour information of interest, which are 
expressed by Equations (6)-(8). 

     2 ,    , * ,
,                                 

True M x y K Avg x yQ K
False Others

  

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1 ' 1
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   
1 ' 1
1 ' 1

1, ', '
9 x x x

y y y

Avg x y f x y
   
   
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Where Q is a predicate logic that represents the 
authenticity of the pixel as the target contour feature. 

 ,M x y is the result of the square kernel convolution 

at the pixel.  2 ,Avg x y  is the square of the average 

gray level of pixels in the neighborhood, and K is the 
threshold parameter. If changing the parameter K, then Q will extract different contour information. In the 

texture area, the values of  ,M x y  and  2 ,Avg x y  

are quite different. While in smooth areas or isolated 

noise areas,   ,M x y  and  2 ,Avg x y  are similar in 

value. According to the contour model of the segmen-
tation target, it can select the appropriate value of K to 

achieve a better edge detection result  Q K . Finally, 
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according to the value of  Q K  at each pixel, an 

image  ,E x y  containing the salient contour infor-

mation of the target is obtained by: 

   
 

1,        
,

0,        
The value of Q K is true

E x y
The value of Q K is false

 


 (9) 

To detect complex image edge texture and high 
noise level, the adaptive convolution kernel will have 
the following advantages: 

1) To square the adaptive convolution kernel in 
each pixel with the neighborhood, it will amplify the 
difference between the edge part and the smooth area in 
the image, and it will have a better effect on high-
lighting edge features. 

2) Generally, a global thresholding is performed 
after edge detection to segment salient edge features. 
However, it is difficult to obtain the ideal effect by 
adjusting the detection parameters and the segmenta-
tion threshold when the gray level of the image is 
fluctuating due to uneven illumination. The average 
gray level of pixels in the neighborhood is regarded as 
the detection parameter to overcome the problem of 
local gray level instability caused by noise and uneven 
illumination, which improves the adaptability of edge 
detection. 

3) The adaptive convolution kernel is flexible and 
universal for different edge models and detection re-
quirements. Using different parameters K, kernel shape 
and size are adopted to detect the edge information of 
specific features (such as edge width, shape and con-
trast). 

Based on the flexibility and universality of the 
adaptive convolution kernel, detection parameters 
should be set for different edge models and detection 
requirements to obtain better detection results. For 
these reasons, a higher parameter K should be set to 
detect salient edges while reducing noise. To detect the 
edge information in a specific direction, such as the 
edge in the vertical direction, the horizontal kernel can 
be used. On the other hand, to detect the contour of the 
subject area, and ignore the detailed texture, a larger 
kernel size should be adopted, and a higher parameter 
K should be set at the same time. 

3  Algorithm Structure Design and 
Process 

The flow chart of the proposed algorithm is pre-
sented in Fig.5. 

Firstly, the salient objects of the original image 
are detected, and the saliency image  ,s x y  is ob-

tained by band-pass filtering in frequency domain. In 
this process, the high-frequency noise is filtered out, 
and the gray level of the background is reduced, so that 
the contrast between the segmentation target and the 
background is improved. Then, the convolution based 
on the spatial-domain adaptive kernel is performed on 

 ,s x y , and the salient contour image  ,E x y  is 

obtained. Furthermore, by analyzing the grayscale 
distribution of  ,s x y  and the approximate contour E, 

the target grayscale feature I is obtained. Finally, the 
targets are segmented through the seeded region 
growing algorithm. The parameters such as seeds po-
sition, grayscale index and adjacency mode in the 
seeded region growing algorithm are determined by the 
target salient contour E and grayscale feature I. 

The specific process of the fast image segmenta-
tion algorithm based on salient features model and 
spatial-frequency domain adaptive kernel is summarize 
as follows: 

Step 1. Salient Target Detection in Frequency 
Domain 

A. Salient feature analysis in frequency domain:  
Discrete Fourier Transform (DFT) of the image to 

obtain the spectrum. Then the center of the spectro-
gram is regarded as the center of the circle to construct 
a circular area with a radius of R, Adjusting the size of 
R, the frequency band information of the salient area is 
all located in the circular domain of mR  . 

To improve the robustness of the algorithm, the 
sum of the amplitudes of the frequency components in 
the circular domain is usually greater than 95% of the 
full spectrum components, which means that the fre-
quency bands in the circular domain contains salient 
objects, and the high-frequency noise components are 
outside the circular domain. 
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Fig.5  The Flow Chart of the Proposed Algorithm 

 
B. Improvement of the Gaussian low-pass filter: 
The radius value R of the circle domain is con-

sidered as the value of the high cut-off frequency 

hc to construct a frequency domain Gaussian 

low-pass filter, and then the origin component of the 
low-pass filter is set to zero. 

C. Gaussian low-pass filtering in spatial domain: 
According to Equations (5), the standard devia-

tion   of Gaussian low-pass filtering in spatial do-
main is calculated, and the original image is Gaussian 
low-pass filtering to obtain the low-pass filtered image  

 ,
hc

f x y . In order to improve the efficiency of image 

filtering, the two-dimensional convolution is replaced 
by a combination of one-dimensional convolution 
along the rows and columns. For example, to realize a 

Gaussian low-pass filter with   4 / 3  , it is 

feasible to design  1 1,4,6,4,1
16

 and  T1 1,4,6, 4,1
16

 

convolution kernels of one-dimensional Gaussian filter 
for image convolution. 

D. Image difference: 
The arithmetic mean fμ of the original image el-

ement is calculated, and the arithmetic mean image 

 ,f x y  with the same size as the original image is 
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obtained. According to Equations (5), the correspond-
ing pixel gray levels are subtracted for  ,f x y  and 

 ,
hc

f x y , then the absolute value of the results is 

taken to obtain the saliency image  ,s x y  of the 

salient objects. 
Step 2. Salient Feature Extraction in Spatial 

Domain 
A. Convolution operation with adaptive kernel: 
According to the texture features of interest 

in  ,s x y , the shape, size and scale factor K of the 

adaptive kernel are designed, which is described in 
Section 2.2. For targets with different edge model, the 
value of K can be fine-tuned to obtain salient and clear 
edge feature, and its value is usually set to 9 to 10. 
Then, convolution is performed on  ,s x y , as shown 

in Equations (6) ~ (8), and the salient edge feature 

 Q K  is obtained. 

B. Denoising: 
The Blob detection of  Q K  is performed, and 

the Blob area is classified according to the size of Blob 
area. In this process, the gray level of Blob with small 
area is set to zero, so as to remove small area noise. 

C. Salient contours extraction of the target: 
Edges of the denoised image are refined, and then 

all breakpoints in the refined edges are found. The edge 
connection between the breakpoints with the smallest 
Euclidean distance is carried out to obtain the ap-
proximate contour image  ,E x y . 

D. Connected region detection: 
The inner contour and the outer contour are 

tracked in contour image  ,E x y  and each contour is 

marked with a corresponding label. Pixels in  ,E x y  

are scanned and corresponding region label iR  is 

given to the pixels between the inner and outer con-
tours. 

E. Grayscale features extraction of the target: 
In the saliency image  ,s x y , the average gray 

level of the pixels in the corresponding area iR  is 

calculated, and the result is used as the target gray 

feature iI : 

 
 ,

1 ,
i Ri

i
R x y

I s x y
N 

   (10) 

where 
iRN  is the number of pixels contained in 

the area iR , i.e., the area of the region iR . 

Finally, the connected regions are classified. 

Generally,  the region iR  with average gray level less 

than 20 in the image  ,s x y  can be defined as the 

background region B, and the remaining regions are 
defined as the salient target region iS . 

Step 3. Segmentation of Target Area 
A. Selection of seed points: 
Firstly, slight fuzzy denoising is carried out on the 

salient enhancement image  ,s x y , and then all the 

pixels in the blurred image are traversed to select the 
corresponding seed points. The proposed algorithm 
selects pixels that meet the following two requirements 
as seed points for seeded region growing:  

1) The seed points are located inside the salient 
region iS . 

2) The gray level of seed points is the average 
gray level Ii of target region iS . 

B. Seeded region growing: 
Centered on each seed point  ,i ix y , the algo-

rithm determines whether the pixel point  ,k kx y  in 

the eight-neighborhoods of the seed point meets the 
growth criterion SQ . The grayscale difference be-

tween the seed point and the inspected point is con-
sidered as the criterion in the proposed algorithm, 
which is expressed by Equation (11). 

   ,   , ,   1,2,...,8
,                        e
i i k k

S
coincident I x y I x y M k

Q
non coincident lse
    


 (11) 

where i is the number of seed points, k is the serial 
number of neighborhood points, M is the grayscale 
difference threshold. In general, for high contrast 
images, the grayscale difference is less than 20, while 
for low contrast images, the grayscale difference is 
less than 10, which meets the criteria. If the point 
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meets the criteria, it is classified as a seed point 
(foreground pixel), otherwise it is classified as a 
background pixel. Then continue to evaluate the 
neighboring pixels of other seed points, iterative this 
process until each pixel is assigned. After seeded 
region growing, the pixel set classified as seed points 
is considered as segmentation target, and the re-
maining pixel sets are the background. 

4  Experimental Results and Analysis 

In order to verify the effectiveness of the pro-
posed algorithm, the proposed algorithm is applied to 
the test image of Berkeley Segmentation Data Set and 
the sample image of glue defect detection, then the 
results are compared with current segmentation algo-
rithms of OTSU[3], K-Means[23] and FLICM [24]. All 
the following experiments are operating on a PC 
(I5-10400F at 2.90GHz, 16GB of Ram, single NVIDIA 
GTX1650S GPU) with Win10, Visual Studio 2017, and 
OpenCV 3.4.0 framework. 

The image sizes of the three samples are 481×321, 
481×321, and 200×240, respectively. Fig.6(b) shows 
the result of manual segmentation, which serves as an 
ideal segmentation for reference. In order to segment 

the salient objects from the background area while 
preserving the salient texture in the detected target, the 
number of initial clusters in the OTSU, K-Means and 
FLICM algorithms compared in this experiment are all 
set to three. As shown in Fig.6(c), (d), (e), the three 
algorithms can preserve the edge and texture infor-
mation of the salient objects completely, but some 
feature regions inside the target are incorrectly as-
signed into the background area, such as the logo on 
the airplane fuselage, part of the aircraft nose area, part 
of the dark area of the swan head and the reflective 
areas of the glue, respectively. As for the segmentation 
of the first image, three algorithms all fail to suppress 
the non-salient texture in background area. For the 
second image, there is still some noise in the back-
ground area after segmentation by OTSU and K-Means 
algorithms. The third image is a sample picture for 
defect detection in the glue dispensing process. In this 
image, the contrast between the segmented target area 
and the background area is not obvious. Therefore, the 
segmentation of the OTSU and K-Means on the edge of 
the glue is not ideal, and burrs occur obviously on the 
edge of the glue after segmentation due to the inter-
ference of the background texture. 

 
 

      

      

      
 

(a)                  (b)                   (c)                    (d)                   (e)                    (f) 

 
Fig.6  Segmentation Results Comparison of Different Algorithms. (a) Original Image, (b) Ground True, (c) OTSU, 

(d) K-Means, (e) FLICM, (f) Proposed 
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As for the segmentation of the proposed algo-
rithm, in order to detect significant targets in the 
frequency domain, the filtering method proposed in 
Step 0 of the Section 3 are adopted in frequency do-
main filtering. In the feature extraction of spatial 
domain, the eight-neighborhood kernel is used. For 
the three images mentioned above, to obtain clear 
edge information, 9.3, 10 and 9.5 are evaluated and 
selected as the scale coefficient K of contour recog-
nition. In order to accurately segment the target area, 
20, 20 and 10 are tested and selected as the threshold 
M of grayscale difference in seeded region growing. 
Considering the segmentation performance of the 
target of interest shown in Fig.6, the proposed algo-
rithm can completely preserve the edge of the salient 
object, and can distinguish the internal texture of the 
target from the background texture, and it also can 
weaken the background texture and noise in the 
segmentation better. 

As shown in Table 1, Jaccard Similarity Coeffi-
cient (JSC), Hausdorff Distance (HD) [25] and the ex-
ecution time are adopted to evaluate the algorithms and 
quantify their accuracy.  

The area overlap ratio of ideal segmentation and 
algorithm segmentation is measured by Jaccard Simi-
larity Coefficient:  

GT ST
JSC

GT ST





 (12) 

where GT is the target area of ideal segmentation, 

while ST is the target area of actual segmentation from 
the algorithm.  

Evaluating the segmentation indicators of the first 
two pictures, the four segmentations can obtain a high 
degree of area overlap, and Jaccard Similarity Coeffi-
cient is above 0.87. However, regarding low-contrast 
image of glue dispensing process samples, the OTSU, 
K-Means, and FLICM only consider the grayscale 
feature of the pixels, resulting in the incorrect seg-
mentation of the internal region of the target, and a low 
Jaccard Similarity Coefficient. While the proposed 
algorithm improves the seeded region growing algo-
rithm based on grayscale feature by considering the 
prior target contour in segmentation. Compared with 
the other three algorithms, the accuracy of the target 
area segmentation of the proposed algorithm is obvi-
ously improved, and the Jaccard Similarity Coefficient 
is above 0.90, which further verifies the advantage of 
the proposed algorithm.  

The coincidence of the target boundary between 
the ideal segmentation and the algorithm segmentation 
is measured by the Hausdorff Distance expressed by 
Equations (13)-(15): 

 ,
i j

i jg G s S
h G S max min g s

 
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      , , , ,HD G S max h G S h S G  (15) 

 
 

Table 1  Performances Evaluation of Different Algorithms 

Algorithms 
Plane Goose Glue 

JSC HD Time(ms) JSC HD Time(ms) JSC HD Time(ms)

OTSU 0.927 13.000 1891.952 0.874 13.591 1617.122 0.660 6.394 1829.772 

K-Means 0.934 3.597 922.892 0.871 12.394 932.552 0.652 7.797 509.350 

FLICM 0.896 3.597 40115.000 0.879 11.997 47571.200 0.591 4.000 8994.630 

Proposed 
Method 0.971 3.597 354.168 0.924 8.000 413.471 0.962 1.000 233.402 
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where G is the boundary point set of the target 
region in ideal segmentation, S is the boundary point 
set of target region in the algorithm segmentation, g 
and s are the points on point set G and point set S,  

 ,h G S  and  ,h S G  is the one-way Hausdorff 

Distance from point set G to point set S and from point 
set S to point set G,  ,HD G S  is the Hausdorff Dis-

tance between point set G and point set S. 
OTSU is based on the maximum variance be-

tween classes and K-Means is based on the feature 
distance from the pixel point to each cluster center. 
Since the local characteristics of the edge are not con-
sidered, the two algorithms cannot preserve the target 
edge contour stably. FLICM considers the local spatial 
information of the pixels, and the coincidence of the 
target boundary is improved. In contract, the proposed 
algorithm combines the contour features of the target 
region in the segmentation, which is superior to the 
other three algorithms in preserving the boundary in-
formation of the target regions. Inferred from the 
segmentation performance, the proposed algorithm is 
feasible. 

In terms of the execution time, multiple iterative 
calculations are performed in OTSU, K-Means and 
FLICM, which are used to find clustering centers in the 
entire graph, so the algorithms are time-consuming. 
The proposed algorithm pre-segments the salient re-
gions, then it calculates the characteristic parameters of 
each salient regions, and finally performs the iterative 
calculation of segmentation. Thus, the efficiency of the 
proposed algorithm is significantly higher than other 
three algorithms. In summary, the above experimental 
results and indicators show that the proposed algorithm 
is effective and adaptive. 

6  Conclusion 

In this paper, a fast image segmentation algorithm 
based on salient features model and spatial-frequency 
domain adaptive kernel is proposed. Combining the 
characteristics of the image in spatial and frequency 
domain, the salient contour and grayscale feature of the 
regions of interest are extracted, and the target region is 

segmented accurately and quickly. The major ad-
vantages of the proposed algorithms are summarized as 
follows: 

1) The saliency model of the image is intuitively 
analyzed from the Fourier spectrum, which can stably 
detect the salient target area. 

2) As for salient feature extraction of the target, 
adaptive convolution kernel is flexible and universal 
for different edge models and detection requirements. 

3) The accuracy and efficiency of image seg-
mentation are improved by combining target grayscale 
feature and contour feature. 

The experimental results show that the proposed 
segmentation algorithm can accurately segment the 
target area, and it preserve the target contour and sa-
lient texture more completely. Moreover, the proposed 
algorithm executes efficiently is obvious, which is 
especially suitable for online image detection with high 
requirements for segmentation efficiency. 
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