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Abstract: Recently, people have been paying more and more attention to mental health, such as depression, 
autism, and other common mental diseases. In order to achieve a mental disease diagnosis, intelligent methods 

have been actively studied. However, the existing models suffer the accuracy degradation caused by the clarity 

and occlusion of human faces in practical applications. This paper, thus, proposes a multi-scale feature fusion 

network that obtains feature information at three scales by locating the sentiment region in the image, and inte-

grates global feature information and local feature information. In addition, a focal cross-entropy loss function is 

designed to improve the network's focus on difficult samples during training, enhance the training effect, and 

increase the model recognition accuracy. Experimental results on the challenging RAF_DB dataset show that the 

proposed model exhibits better facial expression recognition accuracy than existing techniques. 

Keywords: Mental Health, Facial Emotion Recognition, Deep Learning, Multiscale, Loss Function 

 
 

1  Introduction 

In today's increasingly competitive society, many 
people are under tremendous pressure, resulting in 
negative emotions prone to mental health problems 
without timely treatment. Especially in some rapidly 
developing cities, the incidence of mental illness is 
gradually increasing[1]. 

In the past decade, the rapid development of 
deep learning has led researchers to actively explore 
many models for facial expression recognition 
(FER)[2]. Although compared with traditional methods, 
deep learning methods have significantly improved 
recognition accuracy[3], there still exist many chal-
lenging problems, such as diverse light and angle 
deviations[4]. Accordingly, the existing FER models 
are not mature to be applied in practical applications, 
especially in terms of generality. 

The lack of generality is mainly induced by a 

large amount of interference information in simple 
feature extraction from the images. Due to such un-
desirable effects of the interference information, the 
network does not focus on the key features. Psycho-
logical studies showed that facial expressions are 
mainly reflected in the regions of the eyes, nose, and 
mouth[5-6]. Irrelevant regions may provide not only 
useless feature information but also weaken the use-
fulness of effective features. Previous studies adopted 
local expression-based methods for FER systems[7], 
where different features were extracted from divided 
face regions and fused to obtain the final feature ex-
pression. However, those methods did not consider 
the association between each region[8]. In [9], an ac-
tion unit detection-based method was proposed, 
which is then transformed into corresponding expres-
sions according to the Facial Coding System 
(FACS)[10]. However, such methods used hand-crafted 
features for expression classification, which could not 
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bring deep semantic information to the recognition 
model.  

On the other hand, previous studies used a small 
size of datasets (e.g., CK+ [11]), which were also col-
lected in ideal laboratory environments. The lack of a 
large-size dataset with diverse images often leads to 
the low generality of the trained models, especially in 
complex practical applications. In order to alleviate 
this problem, data augmentation[12] was commonly 
used, increasing the amount of training data and add-
ing various noises to enhance the robustness of the 
models. Recently, wild datasets, such as RAF_DB[13] 
and AffectNet[14], were constructed, where the images 
were collected from the web. The faces in these data-
sets have diverse poses, including occlusion, unpro-
minent foreground, different angles, etc., which are 
more suitable for the actual complex environment. 

This paper presents a deep multi-scale feature 
fusion network for emotion detection. The multi-scale 
feature fusion network locates the emotion region in 
the image through the emotion region detection mod-
ule and obtains feature information at three scales, 
taking into account global feature information and 
local feature information. In addition, a focal 
cross-entropy loss function is designed to enhance the 
training effect and improve the recognition of the 
model, which is used to focus on difficult samples 
during training. The rest of the paper is organized as 
follows. Section 2 presents the related works. Section 
3 describes the proposed pyramidal expansion convo-
lutional network in detail. Section 4 presents the ex-
perimental results and analysis. Lastly, Section V 
concludes this paper with future works.  

2  Related Works 

Many studies were conducted on facial expres-
sion recognition based on facial features for mental 
state diagnosis [15]. Those methods can be categorized 
into three: face feature points-based models, facial 
geometric feature-based models, and facial action unit 
(AU)-based models. 

Typical face feature points-based recognition 
models include the followings. Wang et al[16]. modeled 

the face by locating 58 feature points on the face and 
dividing the face into 28 regions, which were then fed 
as features into an SVM classifier for expression clas-
sification to observe the difference between the emo-
tional states of patients with mental illness and normal 
people. Cohn et al[17]. modeled faces by the Active 
Appearance Model (AAM) and extracted coordinates 
of 68 feature points of faces as primary features. From 
the extracted features, distance, angle, and area fea-
tures between feature points were obtained and fed 
into the classifier for expression recognition. These 
models can provide more interpretable features but 
require higher computational complexity. Also, they 
were mostly based on hand-crafted features and tradi-
tional machine learning methods. Only a few models 
were based on deep learning.  

The Local Binary Pattern (LBP)-based models 
are the most widely used facial geometric fea-
tures-based models. The advantages of LBP, including 
grayscale and rotation invariance, led to its great suc-
cess in many applications. Saha et al[18]. combined 
digital wavelet changes and local binary patterns to 
recognize facial expressions. Jabid et al[19]. proposed 
Local Directional Pattern (LDP) features to represent 
facial geometry, where the edges in eight directions 
were encoded into an 8-bit binary pattern. The LDP 
features showed higher accuracy than the LBP on the 
CK+[11] dataset and Jaffe[20] dataset. Ahmed et al[21]. 
proposed the Compound Local Binary Pattern (CLBP), 
which considers the magnitude information of the 
difference in addition to the difference-pattern of LBP, 
effectively improving the robustness of expression 
recognition. However, such algorithms could not 
properly handle illumination variations. 

The last category is based on facial AU for rec-
ognition. Ekman proposed to use facial muscle 
movement units to describe facial expressions under 
the fact that human expressions are innate[10] and basic 
human expressions have commonality across cultures. 
Based on the facial muscle movement units, the FACS 
was proposed to classify human faces into various AU, 
by which the types of expressions are discriminated. 
Giota Stratou et al[22]. conducted in-depth research on 
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some mental diseases (such as depression) through the 
characteristics of the AU combination, proving the 
significance and value of AU characteristics. The 
study in [23] also found that in patients with depres-
sion, some AUs with affinity (such as AU12 and 
AU15) appear less frequently, while some AUs with 
no affinity (such as AU14) appear relatively high. In 
addition, in many studies [24], the relevant characte-
ristics of AU (such as the number of occurrences, du-
ration, intensity, etc.) were used as the evaluation cri-
teria for mental illness. 

However, most mental disease recognition stu-
dies were conducted in a laboratory environment with 
a lack of consideration of the real environment, such 
as lighting, occlusion, head pose, and face ratio in the 
image. This resulted in a large gap between the trained 
model and the actual application. Thus, this paper 
designs a cascade pyramid network based on deep 
learning, which fully uses the extracted feature infor-
mation to recognize the mental state by identifying 
various facial expressions. 

3  Proposed Method 

In this section, we first introduce the multi-scale 
feature learning network, and then describe the sen-
timent region detection module, which obtains the 
location of the face and the focal emotional organ 
from the original image to obtain the sentiment fea-
ture information. Finally, a focal cross-entropy loss 
function focusing on difficult samples is proposed, 
which focuses on difficult samples during training, 
allowing the model to learn more features of difficult 
samples and improve the recognition performance of 
the model. 

3.1  Proposed Model 

As the existing datasets are all labelled at the 
image level, there are no annotations of labels for sen-
timent regions. And to train the sentiment region de-
tection module, region annotations are needed. To 
obtain pseudo-sentiment region labels, we used the 
Retina Face network to detect faces and focus on ex-

pressive organs, and used them as pseudo-sentiment 
regions to train our face and organ detection modules. 

Our network model is a two-stage structure, 
where the first stage identifies local sentiment regions, 
and the second stage learns the same multiscale re-
presentation for sentiment classification for the iden-
tified sentiment regions. As shown in Fig.1, the back-
bone network is followed by two modules: the senti-
ment region detection module and the multi-scale 
feature learning module. The backbone network is a 
modified ResNet network, which is used to extract the 
feature information from the original image, the emo-
tion region detection module is used to locate the 
emotion regions and key expression organs of the face 
that need attention from the whole image, and the 
multiscale feature learning module is used to fuse the 
feature maps at different scales and feed the fused 
feature information to the classifier for classification 
to obtain the final recognition results. 

Since most of the existing publicly available da-
tasets are only annotated with image-level sentiment, 
and do not have pixel-level face position labels. 
Therefore, in this paper, to train our sentiment region 
detection module, the RAF_DB dataset is run on the 
Retina Face network, and the obtained face positions 
and eye, nose and mouth corner positions are used as 
pseudo-targets for training our sentiment region de-
tection module after manually removing the parts with 
large differences. 

Considering the amount of computation and the 
recognition effect, we used ResNet as the base net-
work to build the FPN network. Since P2 generated 
from C2 of ResNet takes more computational re-
sources, we generate P3 directly from C3, and P6 is 
generated by 3×3 convolution with step size 2, and P7 
is generated from P6 by 3×3 convolution with step 
size 2 through RELU activation. The specific network 
structure is shown in Fig.2. In each layer of the fea-
ture map, we generated a total of nine anchors at each 
pixel point with three different aspect ratios {1:1, 2:1, 
1:2} and three different scales {20, 21/3, 22/3} and 
predicted these anchors. 
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Fig.1  The Overall Structure of the Proposed Network 
 

 
 

Fig.2  Samples of the RAF-DB Dataset 
 

Our Emotional Region Detection module is 
based on Fast RCNN and is used to distinguish facial 
parts, facial focal organ regions and non-emotional 
regions from the original image. It first extracts fea-
tures from candidate frame regions using the region of 
interest pair (ROIAlign) layer, and then converts the 
feature maps within the candidate frames into smaller 
feature maps of the same size. The reduced feature 
map is then sent to the residual block, followed by a 
global average pooling layer. Finally, the resulting 
feature maps are sent to two fully connected layers, 
classification and bounding box regression. In our 
network, the module is only used to detect emotional 
regions of faces and facial expression organs, and 
does not perform emotion classification.  

3.2  Focal Cross-entropy Loss Function 

In order to improve the efficiency of the network 
model in the training process and to focus the training 
on the samples that are not easy to distinguish, this 
paper designs a loss function to better train our net-
work model. Since there is a target detection part and 
a classification part of our network, the loss function 
of the existing target detection and classification 
model is large as 
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Where the first half of the right hand side of the 
equation is the classification loss and the second half 
is the regression loss. Note that during the training 
process, it is the difficult samples in the training that 
determine the performance of the model, rather than 
the easy samples. Therefore, to make the value of the 
loss function more determined by the difficult samples, 
in this paper the classification loss part is changed by 

* * *( , ) log (1 )(1 )cls i i i i i iL p p p p p p = − + − −   

where *
ip  is the anchor label, positive samples 

are 1 and negative samples are 0, and ip  is the 

probability that the anchor is predicted to be the target. 
Replace with 

* * *

* *

( , ) (1 1 )(1 ))

  log (1 )(1 )

cls i i i i i i

i i i i

L p p p p p p

p p p p

γ
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By adding parameters before the log function, 
where * *(1 )(1 )+ − −i i i ip p p p  tends to 1, whether the 

sample is a positive sample or a negative sample, it is 
a simple sample, at which time the modulation para-
meter tends to 0, i.e. When the sample is not easy to 
distinguish, the probability of the positive sample be-
ing the target sample is relatively small, and the 
probability of the negative sample being the target 
sample is relatively large, the modulation parameter 
will be larger, at which time the contribution value of 
the loss will be larger; at the same time, the parameter 
γ  can mediate the decay rate of the weights, thus 

achieving the purpose of focusing on difficult samples 
in the training process of the model. 

3.3  Multi-scale Feature Learning Module 

In this module, in order to focus on features in 
the emotional regions of the image, we extracted fea-
tures at three scales for the final emotional classifica-
tion. As shown in Fig.1, at the first scale, we extracted 
features using the facial organ region boxes obtained 
from the RoI Align layer classification, which were 
mapped onto the feature maps generated by the back-
bone network and based on 

0 log( )224
whk k= +  

Where k0 is 4 and w and h are 1/224, the calcula-
tion gives k as 3. The feature map generated by the P3 
layer of the mapping to the backbone network thus ob-
tains feature information for each emotional organ. The 
resulting feature maps were transformed to a fixed size 
(14×14) by a 1×1 convolutional layer and fed to a resi-
dual block, followed by a global average pooling layer. 
At the second scale, the facial regions obtained from 
the RoI Align layer classification are mapped onto the 
P3 feature map to extract features and obtain feature 
information of the whole face of the person in the im-
age. Similar to the feature map at the first scale, this 
part of the feature map is also converted to a fixed size 
(56×56) by a 1×1 convolution layer and sent to the re-
sidual block and the global average pooling layer. At 
the third scale, the feature maps generated by the P3 
layer of the backbone network are sent directly to the 
residual block and global average pooling layers. Fi-
nally, the feature information from these three scales is 
stitched together and fed into the classifier for senti-
ment classification. 

4  Experimental Results 

4.1  Dataset 

In order to evaluate the proposed model, the 
RAF_DB [13] dataset is adopted. The RAF_DB data-
set consists of 29,672 facial images annotated with 
basic or compound expressions by multiple profes-
sional annotators. The images have considerable di-
versity in subjects' age, gender, race, head pose, 
lighting conditions, masking (e.g., glasses, beard, or 
self-masking), and post-processing operations (e.g., 
various filters and special effects). The dataset in-
cludes two sub-sets: a single-labeled subset (basic 
emotions) and a two-labeled subset (compound emo-
tions). The single-labeled subset was used in the ex-
periments, which includes 14,186 images of six ex-
pressions as well as neutral emotions (Fig.2). The 
subset is divided into 11,822 training images and 
2,364 testing images. Note that both the training and 
test sets are unbalanced. 
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5  Conclusion 

This paper presents a novel deep learning archi-
tecture for mental state diagnosis - a multi-scale focus 
detection network. The network incorporates features 
from different scales, fully considers the feature in-
formation in the original image, and focuses on the 
key emotional features of the face to solve the prob-
lem of insufficient focus on facial expressions. To 
increase the focus on difficult patterns and improve 
the training effect of the network, a focus loss func-
tion is designed to reduce the weight of easy patterns 
in the training process. The experimental results on 
the RAF_DB dataset demonstrate the effectiveness of 
the proposed model. However, the proposed model 
still cannot handle some extreme cases. For example, 
using only half or less of the faces can lead to a de-
crease in accuracy if the face deviation angle is too 
large. There may be situations where the same expres-
sion corresponds to different mental states in different 
poses or environments. Our future work will focus on 
addressing these issues. 
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